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Preface

The gap between imagining and inaging is getting ever smaller. Atomic-Scale
Imaging of Surfaces and Interfaces, Symposium W at the 1992 MRS Fall Meeting in
Bozaon, Massachusetts, brought together researchers using most state-of-the-art imaging
techniques capable of resolving atomic featrires. Methods represented were scanning
tunneling microscopy (STM), atomic force microscopy (AFM). lsw energy electron
microscopy (LEEM), transmission (TEM) and reflection (REM) electron microscopy,
scanning electron microscopy (SEM). atom probe field ion microscopy (APFIM or
POSAP), high and low energy external source electron holographies and internal source
electron holographies. Some highlights from the STM papers included discussions of
the limitations and future potential of STM as well as current findings. Several papers
presented work with STM at elevated temperatures. Jene Golovchenko reviewed STM
work showing cooperative diffusion events (Pb on Ge) involving many tens of substrate
atoms. Don Eigler focused on atomic manipulation and some of its uses to enable
fundamental studies of small atomic clusters. From LEEM studies Ruud Tromnp showed
videos of 2d-faceted Ag island gro\,th on Ge. In synchronization with the layer-by
layer growth on the islands, a sharpening-rounding transition occurred at the completion-
initiation of each layer. Novel TEM work (e.g., by Murray Gibson, Bob Sinclair.
Laurie Marks and Dave Smith, among others) included highly clean and stable in situ
cross-sectional and plan view observations of changing surface and interface structure.
A series of papers on cross-sectional TEM imaging of interfaces by Wayne King, Karl
Merkle and others demonstrated great progress in structure refinements using
correlations between atomistic simulations and experimental micrographs. Resutih from
REM were reviewed by Yasumasa Tanishiro to show the efficacy of this tool foro non-
invasive use in deposition environments, and Tung Hsu demonstrated its usefulness for
characterizing the atomic-scale morphology of oxide surfaces. Alain Bourret underlined
the necessity of applying complementary methods (here TEM and grazing incidence
x-ray diffraction) for a complete elucidation of more complicated interface structures.
Mike Scheinfein described experiments clarifying the origin of fast secondary electron
emission and indicated that under optimal conditions, near-atomic scale resolution may
be possible in SEM. Hans Kreuzer discussed the state of the art and future of point
source electron holographic imaging. Its low energy and lensless configuration promise
many exciting possibilities. Several talks showed the usefulness of atom probe FIM for
near atomic scale (- I nm) chemical/structural analysis. Another area of considerable
recent progress is internal source electron holography. Removal of multiple scattering
effects is allowing experimental phase coherent diffraction data at multiple energies to
be transformed back to the spatial domain. The irmages which result are chemically
specific mappings representing an average site (central atom and ncer neighbors). Both
LEED and photoelectron diffraction methods were treated.

The present volume represents a snapshot of the field of atomic-scale imaging, The
various complementary techniques are evolving rapidly in their chemical and spatial
resolution capabilities. No single technique is yet complete in its ability to image and
identify atoms. The future seems bright and predictably unpredictable.

David K. Biegelsen
David J. Smith
S.Y. [Tong

April 1993
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SCANNING TUNNELING MICROSCOPY FOR HYDROGEN-DESORPTION-
INDUCED STRUCTURAL CHANGE OF Si(II) SURFACE

Y. MORIIA***, *, K. MIKI*, H. TOKUMOTO*, ** T. SATO". T. SUEYOS1I**
AND M. IWATSUKI**
*Elctcrotechnical Laboratory, Tsukuba. lbaraki 305, Japan,
**JEOI Ltd., Akishima, Tokyo 196, Japan.

ABSTRACT

A scanning tunneling microscopy (STM) has revealed an atomic structure of Si(i II)-
43x0'3R30" which is induced by the hydrogen desorption at about 500 *C. There exist domains
with the 'd3x'43R30" strucures, indicating that each domain is formed by rearrangement of Si
adatoms around each cluster present at room temperature. Near the domain boundary, the
adatoms locate mostly at T 4 sites and occasionally at H3 sites. The dynamic nature of the
adatoms are predicted

INTRODUCTION

Determination of atomic structure of silicon surface is important in the fields of both
surface science and silicon technology. As for Si(l I1)-7x7 structure, which is stable at low
temperature under thermal equilibrium condition, a model of dimer-adatom-stackingfault (DAS)
structure was proposed by Takayanagi et al [1] and confirmed by many experiments.
Theoretical calculations for the DAS model were also performe,K in order to make clear ,.'.y
7x7 is stable. Since the DAS structure is complicated and many atoms are involved, most
theoretical calculations are simplified and some of them pay attention to the adatom arrangement
on an unreconstructed Si(l 11) surface. Then, both 2x2 and '13xV3 adatom arrangements are
found to be energetically stable on the unreconstructed Si(l 11) surface, among which mne
former is more favorable than the latter 12,31. However no experimental evidences for the
existence of the 2x2 or 43x'/3 arrangements of Si adatoms have been reported so far except for
a special case on the narrower terrace than the size of unit cell of the 7x7 structure (41.

Very recently, we have successfully found the -43x-43R30° structure on the unre instructed
Si(l 11) surface in the temperature range of 500-580 *C utilizing the hydrogen-mediated-
surfactant effect f51. In this paper, we shall show STM observations of Si adatom
rearrangement between T4 and H3 sites which is more visible at the domain boundary.

EXPERIMENTAL

The STM used in this experiment was designed to opt.ate ;n ultrahigh vacuum (UIIV)
and at high temperature up to 90G(",' [61. Ar, electrochemically etched W tip was used vithout
any intentional cleaning but should be clean as a result of either sample flashing at 1200 "C by
10mm apart or tip scanning over the hot sample surface. A sample was B-doped Si( 111) (0.1-
0.3 t0ncm) with a misorientation angle of less than ±0.1%. The sample was heated resistively in
UHV, and its temperature was determiied by an infrared pyrometer above 600 'C with an
accuracy of±10 'C and by a calibrated power-temperature relationship for the present sample
below 600 "C with an accuracy of ±50 *C. Before starting the experiment, the sample surface
was checked to be clean by observing ctear 7x7 structure.

The hydrogen terminated surface was prepared by the adsorption of H-atoms on Si
surface in UHV chamber. The H-atoms were produced by dissociating H-molecules with a hot
(1600 'C) W filament located at 20-30 mm apart from the sample surface. Initially the sample
tempera'are was raised to about 900 *C which was higher than a (lx l)-(7x7) phase transition
temperature and STM confirmed the complete disappearance of the 7x7 structure. Then the

Present address: National Inslitute fto Advanced Interdisciplinary Research, Tsukuba, tbaraki 305, Japan.
Mat. Res,. Soc. Symp. Proc. Vol. 295. 1993 Materials Research Society
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Fig. 1. A typical (1OOx100 A2) STM image of an as-prepared Si(l 1I) surface obtained at
room temperature. The sample was biased at 1.7 V and the tunneling current ,,as
maintained at 0.2 nA. Stops seen on the clusters originate from raster scanning noises. The
crystallographic direction is shown in the image.

sample temperature was quenched from 900 "C to room temperature within a few seconds
while exposing H-atoms to the surface.

Figure 1 shows an STM image of as-prepared Si( lll) surface obtained at room
temperature. In this image, there are many white protrusions (we call these as clusters
hereafter) and regular dots on the background terrace. The regular dots exhibit a threefold
symmetry with a separation of 3.8 A which is the same symmetry and periodicity as that of the
topmost Si atoms on the Si(l 11 )-Ix I surface. The tunneling spectra for bo:h the clusters and
dots exhibited the band gaps of the order of 2 eV without any states in the gap originating from
the presence of dangling bonds, etc., which is the same feature as the previous work 171.
These facts indicate that the clusters are formed by the agglomeration of hydrogenated Si
adatoms and the flat terrace is terminated ,y mono-hydride forming a Si(! I l)-lxl:H surface.

With increasing temperature, the hydrogen atoms start to desorb from the cluster surface
leaving Si atoms with monohydride behind. During this process, the clusters decompose into
many monohydride adatoms and release agglomerated adatoms onto the surface. This type of
the behavior has been confirmed by Boland, showing that the hydrogenated Si clusters
decompos,. intq the hydrogenated Si adatoms which spread over the H-terminated resdt,'.ers of
the DAS structure in the presence of the 7x7 reconstruction [71. However, the behavior for the
present lxI case is somewhat different from the 7x7 case since there are no restlayers
characterized by the presence of dimers. In order to make clear the behavior for the present
case, we hale measured the in-situ STM with keeping temperatures well below 580 "C above
which the 7x7 structure appears.
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Fig. 2. A typical (lO0xl 00 2) STM image of the Si(ll 1) surface obtained at 535 'C after
hydrogen desorption. The sample was biased at 0.7 V and the tunneling current was
maintained at 0.2 nA. Several large bright protrusions may be due to the presence of the
clusters which have not dissolved completely. The crystallographic direction is shown in
the image. A line drown in the image indicate a typical domain boundary between two
43x43 reg,..ns.

RESULTS

Figure 2 shows an STM image of the Si(l 11) surface obtained at 15 min later after
setting to 535 *C from room temperature. In this image, the clusters and lxi dots are not
observed. Instead, the entire surface is covered by the regular dots which form threefold
symmetry with separation of 6.6A. This value is 43 times larger than that between top-most Si
atoms on the Si( Il)- lxI surface. The disappearance of the clusters indicates that the clusters
decompose during the thermal desorption of the H-atoms and deliver Si atoms onto the 'lrface.
Comparing the direction of the dot arrangement with the crystallographic direction indicated in
the figure, the registry of the dots indicates 43x43R30" strcture.

The 43x 43R30" structure on Si( II) surface is well known to be induced by the
adsorption of group III mietals [8]. If this is the case, the 43xO3R30" structure should be
conserved even at room temperature. This is, however, not the case because locally ordered
c(2x4) and 2x2 structures have been obtained at room temperature [51. In addition, the H-
coverage after keeping 15 min at 535 'C can be estimated as 1/300 monolayers from the H-
desorption kinetics based on the thermal desorption studies 191. This means that almost all of
hydrogen atoms have desorbed from the surface in the present case. Therefore we can
conclude that the Si( 111)-3x,3R30" structure shown in Fig. 2 is not caused by the adsorption
of hydrogen atoms themselves but by the rearrangement of Si adatoms which had formed the
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Fig. 3. Successive (20x 13 A2) STM images in the vicinity of the 9x9 reconstruction obtained at
504 *C for every 10 seconds. The sample was biased at 0.7 V and the tunneling current was
maintained at 0.2 nA. An half unit of 9x9 cell is surrounded by a white triangle. The dots and
the networks are superimposed to the images in order to point out the typical adatom hopping
of T4-T4 ((b) to (c)) and T4-H3 ((d) to (e) and (e) to (f)).
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clusters on the Si(lI 1) surface during H-desorption process. Here we noticed faint and fuzzy
• 3-dots than surrounding clear and bright ones in the ,3x43R30" image shown in Fig. 2. This
may be due to the existence of the H-atoms at the top of the adatoms since the STM dots
originated from Si-H states are usually darker than those from the Si dangling bonds 17].

An interesting feature of the image is the presence of irregularity (domain boundary) of
the arrangement of the dots, which is seen in the central part of the Fig. 2. The domain
boundary was observed at many places on the '/3x,3R30" surface. This indicates that each
domain is formed by rearrangement of Si adatoms around each cluster present at room
temperature. However, there is a different boundary (phase boundary) between the ,43x•43 and
DAS structures on the surface.

Figure 3 shows successive STM images of the Si(l 11) surface obtained at 504 "C.
Each image was recorded for every 10 sec. In these images, there consist of fuzzy parts and
atomlike dots. The fuzzy part can be ascribed to the mobIlc hydrogenated Si adatoms since the
H-coverages can be estimated as about 0.1 monolayers based on the thermal desorption studies
15,9]. The dots can be divided into two groups: the adatoms in the half unit of 9x9 cell shown
by white triangle and their surrounding dots. In the 9x9 cell, it is derived from the simple
extension of the DAS model that the adatoms locate at the T4 sites. From the relative position
of the 9x9 and the surrounding atoms in the image, we can determine the registry of !he
surrounding atoms. Then we can see the surrounding adatoms mostly locate at T4 sites and
occasionally locate on H3 sites 151. In addition, it should be noticed that a few surrounding
adatoms and 9x9 adatoms change their sites from one image to another.

DISCUSSION

We discuss the time-dependent behavior of the adatoms observed in Fig. 3. A total
energy calculation shows that the T4 is the more favorable site for the adatom than the H3 site
[10]. This predicted behavior is seen in the present results: the adatoms mostly locate at T4
sites and occasionally at the H3 sites. The adatoms near the domain boundary thermally
fluctuate and hop mainly between two T4 sites as shown by dots and networks in Fig. 3 (b)
and (c), and occasionally between T4 and H3 sites by dots and networks in Fig. 3 (d) and (e).

Next we shall mention for the adatoms within the 9x9 cell. As shown by the dots in
Fig. 3 (e) and (f) an adatom locating on T4 site hops to H3 site. On the other hand, in the
central area of the '43x43 domain the adatoms hardly changed their sites. By comparing the
structure of the ,43x4/3 with that of the 9x9, we notice that the former adatoms form the closest
packed structure and there are no space to hop for the adatom. On the other hand the latter ones
form the 2x2 structure and are not closest-packed. Therefore the adatoms forming local 2x2
structure within the 9x9 unit can hop to the adjacent H3 site. In the vicinity of the domain
boundary, there are a few missing-adatom sites and therefore the adatoms can hop among
possible T4-T4 and T4 -H3 sites.

CONCLUSIONS

We have shown the atomic structure of Si(l I I)-43x'43R30" and its dynamic nature at
about 500 *C. There are many domains with the -J3x'43R30" structures and, in the central part
of the domains, the adatoms locate at the T4 sites stably. The adatoms fluctuate thermally and
hop either among T4 sites or among T4-H 3 sites. The adatoms within the 9x9 cell occasionally
hop from T4 to H3 sites.
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ABSTRACT

Three types of steps are observed on the cleaved InP(110) surface, using atomic-

resolution ultra-high vacuum (UHV) scanning tunneling microscopy (STM). The step

edges are oriented along the (110), (111), and (112) directions. Atomic models of
monatomic-height (111) and (112) steps indicate that the edges of each of these unre-
laxed steps should have pairs of dangling bonds. We propose that the bonds dimerize.

causing the edges to relax and form periodic structures along the edge.

I. INTRODUCTION

In this paper we present scanning tunneling microscopy (STM) images of the
InP(110) surface cleaved in ultra-high vacuum, and find atomic-resolution images of

steps on this surface. Ebert et aL. [11 have examined the InP(110) surface with STM.

but the present paper is, we believe, one of the first STM efforts [21 to study such
steps, which are important as nucleation sites for layered InP( 110) growth, very likely

determine essential physics of contact metallization, doubtless play a role in Schottky
barrier formation, and getter defects. Here we present images of the flat (110) surface
and of steps on the surface. We also propose a Dimerization Model of atomic relaxation

at (112) step edges on the (110) surface.

II. EXPERIMENT

The images were obtained with a Pachyderm-4 ultra-high vacuum (UHV) scanning

tunneling microscope equipped with a demountable sample holder containing six sam-
ples at one time. Each sample was cleaved in UHV (10-I1 torr range) before being
imaged with the tungsten tip of the STM. The microscope, cleavage method, and tip
preparation are described in detail elsewhere [3].

III. RESULTS AND DISCUSSION

We imaged the (110) surface of InP with atomic resolution. An example of a flat

(110) surface imaged by tunneling into the empty conduction band states is shown in
Fig. 1. Similar images for the InSb(110) surface may be found in Ref. [31. In all
cases the expected 1 x l rectangular lattice was observed, and only one atomic species

was imaged at a time, depending on the polarity of the sample bias: indium atoms for
positive bias, and phosphorus atoms for negative bias.

In addition to flat terraces, steps on these surfaces were also observed. For lnP( 110).

steps were found with edges running in the (110), (111), and (112) directions. An ex-
ample showing all three step types on InP(110) is shown in Fig. 2, where a single
triangular-shaped terrace was formed by intersecting (110), (111), and (112) steps.

This intersection of steps on the (110) surface of lnP was unanticipated. These steps

are the result of the cleavage process and do not represent an equilibriumn step con-

figuration, as for som2 heat-treated samples. On Si and Ge (001)-2x1 and (III)-7x7
surfaces, the steps are normally created not by cleavage but by high temperature pro-
cessing, namely under quasi-equilibrium conditions. Our steps on the hnP(110) surface

Mat. Res. Soc. Symp. Proc. Vol- 295. 1993 Materials Research Society
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Fig. 1. STM image showing empty states on the flat, cleaved InP(110) surface: A
35 Ax35 A image taken under +2.0 V sample bias with a tunneling current of 100 pA-

Fig. 2. Triangular terrace on the InP(l10) surface, observed by STM at a voltage
of +2.0 V and a current of 100 pA. A triangular structure formed by intersecting
(110), (111), and (112) steps on the InP(l10) surface is pictured. The region shown is
450 A×450 A.
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are not created in quasi-equilibrium, but by cleavage (a rather non-equilibrium event).
If, on the one hand, step-intersections on the InP()110) surface were to occur at equilib-
riuin, then those steps would have effective attractive interactions. On the other hand.
if the step intersections are a result of cleaving, then tile physics of their intersections
should produce insights into the processes by which the cleaving energy is dispersed.

Simple geometric models of one-atom-high steps can be constructed from the zinc-
blende (110) surface structure. Fig. 3 shows a (I12)-type step, assumed to be one-atom
in height, both top and side views. Note that there are two dangling bonds periodically
repeated at the step-edge, one parallel to the surface and another directed at an angle
of 550 with respect to the surface plane.

We propose that these bonds will dirnerize and the step-edge will relax, forming
the surface structure of Fig. 4. One implication of this Dimer Model of the (112)-type
toonatomic step is that the relaxed step-edge should be scalloped, showing a periodic
structure of about 7.2 A. We also propose that the (111) monatomic step exhibits sim-
ilar dimerization, which should lead to a periodicity of 10.2 A on the InP( 110) surface.

At the present we are unable to determine whether the dimerized atoms in nionatomic
steps are In pairs or P pairs; theoretical work on this question is in progress.

In recent studies of the InAs(110) surface, we have searched for and found such
periodicities on monatomic steps - which will be reported soon [41. Presumably the
same edge-reconstruction effect will be present in InP. We note also that not all steps
observed are monatomic, and that models of these larger steps need to be developed
151-

It is worth remarking that the InP(110) surface is considerably more difficult to
image with STM than either InAs(110) or InSb(110). This was unanticipated, and.
while at first we thought it might have been related to the quality of our samples, we
now suspect that it may be related to the ionicity of the material, since InSb was easy
to image and InAs intermediate. We currently have no explanation of this.

IV. CONCLUSIONS

For cleaved InP(110) surfaces we observed the expected 1x 1 surface reconstruction
which is consistent with the standard model of this surface: the anions rotate up out
of the surface, almost in a rigid rotation, by about 290 [6]. In addition we observed
steps running in preferred directions on this surface: Step edges were found to run in
the (110), (111), and (112) directions. Model calculations are under way to determine
the energetics of formation of the various steps.

Periodicity along the (111) and (112) steps is a natural consequence of the Dimer
Models we have proposed for the step-edges' relaxation. Model calculations are un-
derway to determine if the dimers along the (111) and (112) steps are 111-III or V-V
dimers. The study of these steps appears to be a very interesting scientific prohlem
with technological implications.

Acknowledgements -- We are grateful to the U.S. Office of Naval Research and
the U.S. Army Research Office for their support of this work (Contract Nos. N00014-
92-J-1425 and DAAL03-91-G-0054).
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ABSTRACT

Different layered transition metal dichalcogenides were subjected to scanning tunneling
microscopy to reveal the electronic charge distribution associated with the charge density wave
(CDW) part of the superstructure, in addition to the atomic corrugation. The observations
presented display three regimes ranging from localized CDW centred around defects/impurities
in the case of IT-TiS. via an intermediate regime governed by overlapping envelope functions
in 2H-NbSe,. to a fully developed CDW system in IT-TaSe 2 (as well in a large number of other
compounds). The fact that these observations have been made in solids ranging from (dirty)
semiconductor (IT-TiS 2 ) to semimetal (IT-TaSe 2 ) to metallic (2H-NbSe 2) points at the general
applicability of the phenomenological Ginzburg-Landau theory, employed to describe the
various regimes in which the formation of charge density waves and the accompanying periodic
lattice distortions appear to act.

INTRODUCTION

The layered transition-metal dichalcogenides (LTMD) belong to a class of solids exhibiting
a marked two-dimensional behaviour, despite their three-dimensional atomic structure. Because
of this pseudo two-dimensional character, these materials manifest interesting physical and
chemical properties like intercalation of electron-donating species in between layers, super-
conductivity and charge density waves (CDW) coexisting with periodic lattice distortions (PLD).
These phenomena already have been given much attention in past research [1,21. Mechanisms
involved have been devised by means of both theoretical and experimental techniques. The
scanning tunneling microscope (STM) adds the possibility of real-space observation of the
surface of these solids. In fact, under certain circumstances, the STM measures the conduction
electron charge density at the surface. This renders topographs representing the atomic structure.
In addition, the charge density superimposed by the stationary charge density wave can be
measured directly. This is of special interest because it enables the observation of the c~der
parameter used in the description of phase transformations. This already has led to the confir-
mation of the domain-structure encountered in the nearly commensurate CDW/PLD [3,4,5,61,
predicted earlier theoretically [71. The effect of defects on CDW/PLD also has been treated
theoretically in [8]. STM studies include the imaging of the atomic structure, CDWIPLD 19-131
and the effect of impurities in a number of cases [14-171.

Since the phase transformations in the sequence normal-ICDW- CCDW are *weak' first-
order transitions, McMillan [8) has employed the Ginzburg-Landau theory I 181 to describe these
phenomena. Recognizing the fact that experiments show three charge density waves that have
components 1200 apart, McMillan introduces a six-component order parameter consisting of
three functions 111(f). These are related to the conduction electron charge density by:

p(7) = 00(7C) I[I + c(•)1 (1)

where po(r) is the ciiarge density in the normal state and:

ctP;) = Re {ft, (7) + %(;) + %(r-')) (2)

Now the free energy density must be constructed. The simplest form to start with is the
'Landau' part of the free energy density: at 2 +bhi+cOt 4 

+ .., where the cubic term must be
included to describe a first-order transition. This expression, however, doe not permit a
distinction between single and triple charge density waves. Therefore cross terms are added of
the form d(jl % 't+I W2+ J2Zd + I3')'
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Now, the total energy can be minimized with respect to variations in the order parameter,
i.e. the total energy of one layer (integration of Land au expression of the total energy overd:7),
is minimized with respect to variation in 8i•. The variations may be written out explicitly and
set to zero. Like the zero-field solutions in the Ginzburg-Landau theory 118], the solutions of
Wj(;) of this differential equation is, beside the trivial solution of Xy(?) = 0, a plane wave

In the normal state the charge density is unaffected and uniform. However, impurities may

give rise to fluctuations in the order parameter. As aconsequence Wi,(;) = 0(r)e "' .where k, = W,

for the incommensurate phase and k, = KW,3 for the commensurate phase. Both the coefficient
4() and the impurity potential U(7) can be Fourier transformed, like:

00) = c + Y "(3)

The contribution due to the impurity potential must be added to the free energy together with
a change of 0 by 0. Next, minimizing the total energy with respect to 4, tvj) can rewritten
for one impurity at the origin as:

S- .; 1 • e;€" 'j
e'q

•/,() =oe -Uo g•(4)

Combining (Eq.4) with (Eq. I and Eq.2) the expression for the charge density around one impurity
is given by (assuming an elastic constant e. of the CDW):

I= - ,u0cos(-. .)fI/cow)PO P'(7 41 - (5)

This equation is valid for • 7> 1. The function f(r/Iw) is expressed as an integral:

ff~r/E,DW) = f e =dy (6)

EXPERIMENTS

Here STM results on a number of LTMD are presented, belonging to different regimes as
far as crystal symmetry, electronic transport properties and CDW are considered.

The STM experiments were performed in air and at room temperature, using a Digital
Instruments Nanoscope II instrument equipped with a type-A scanning head, capable of
performing constant-height and constant-current scans of 600x600x450 nm in size.

STM on charge density waves in 1T-TaSe 2

Imaging of IT-TaSe 2 revealed the characteristic superposition of atomic and CDW-corru-
gation, depicted in Fig. 1. The measured angles between the lattices and the ratio of the lattice
parameters agree with those observed earlier 19,12]. The simultaneous appearance of the two
corrugations is due to the fact that the amplitudes of the two corrugations are about equal. This
is not a general result of all the transition-metal dichalcogenides. It is to be mentioned that one
of the CDW maxima is depressed with respect to the average amplitude, however the atomic
lattice shows to be unaffected by this effect. This indicates that a disturbance of the
CDW-corrugation does not necessarily have an effect on the atomic corrugation. The
CDW-corrugation in this example is described well by the equations in the section of this paper
concerning the Landau theory when only a periodic lattice potential is present. However, this
does not hold for the missing CDW-maximum and this points at distortion of the CDW-lattice
caused by the presence of defects.
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STM on IT-TiS2

The STM-images obtained on IT-TiS, (Fig.2) primarily consist of hexagonally arranged
bright (i.e. elevated) spots, along with a number of characteristic features. These are grouped
into three categories : one type consisting of an isolated black recession (type-1). In addition,
another feature type is characterized by three protruding spots surrounded by three recessions
(type-6), as well as type extending over 15 protruding sites (type- 15).

In order to gain insight on the underlying mechanism responsible for the presence of the
features, the densities (number of features observed per unit cell) of the three types were
determined by counting the number of occurrences over approximately 2500 suriace unit cells.
The relative occurrences of type I : type 6: type 15 are found to be close to 1: 1:2. As a result
it is assumed that, during the crystal growth process, some titanium atoms, which normally
occupy the octahedral sites in the crystal, are displaced to, normally unoccupied, tetrahedral
interstitial sites within the sandwich. Since there are two kinds of tetrahedral sites and one
octahedral site, this would account for the fact that there are three observed feature types. The
estimate for the respective feature density supports this explanation, because one of the features
(tyfe- 15) has a density equal to the sum of the densities of the remaining type (type- I and type-6).
This would infer that type- 15 corresponds to a vacancy in the titanium sublattice, whereas type- I
and type-6 correspond to titanium interstitials.

STM on 21i-N~bSe2

STM-topographs of 2H-NbSe2 were reported before by Dahn et al. 1 191 and 'buckling of the
surface with a period of several tiraes the interatomic spacing' was mentioned. The STM-images
presented ,ere allow to make a more carefi:l analysis of this buckling and iks possible relation
to charge density waves. From the constant height map, shown in Fig.3. it is clear that, apat
from the atomic corrugation, whose lattice has the appropriate spacing and symmetry, a number
of atomic sites displays larger tunneling probability (bright contrast) than the average amplitude,
whereas an about equal number displays the opposite behaviour (dark contrast). Furthermore,
there seems to be a correspondence between the tunneling current amplitudes of alternate atomic
rows. To make this statement more quantitative, the auto correlation function was calculated.
This (real) function shows the correlation between sites connected by a certain shift vector:

G(W)= ffz7 Z( )d (7)

If the tunneling current map consists of the superposition of three plane waves, then the auto
correlation function will take the same form. The measured auto correlation values at the different
nearest neighbour separations are listed in Table L taking the values at the centre equal to I.
From this table it can be derived that the next-nearest neighbour correlation is larger than the
nearest neighbour correlation.

Table I

Autocorrelation data 2H-NbSe2 (origin, I st, 2nd, 3rd nearest neighbour)

1050 1.00 0.386 0.448 0.404
3450 1.00 0.354 0.424 0.340

2250 1.00 0.368 0.452 0.340

The comparison is feasible because the envelope of the correlation function shows little decay
over many interatomic distances. The values of the correlations cannot be taken as absolute
because the correlation depends on both the corrugation of the super structure and the coverage
of the surface area. Next to the auto correlation function, the two-dimensional Fourier transform
was performed, the intensity map of which is shown in Fig.4. The spectrum can be divided into
contributions from the atomic corrugation and the surface buckling, respectively. The atomic
lattice has a well-defined period and the fundamental harmonic constituent gives rise to a
hexagonally arranged set of bright spots. The spots outside this hexagon are due to the higher
harmonics necessary to describe the observed current map. Inside the fundamental hexagon six
clouds are visible, having the same symmetry as the spots belonging to the atomic lattice

j



18

CALCULATION OF STM-IMAGES

Equation 5 is taken as a starting point for the calculation of STM topographs. To model the
atomic corrugation a superposition of three plane waves is taken, with wave vectors being equal
in size and hav;ng angular separation of 1 20'. The wave vectors add to zero, ensuring the maxima
"o coincide at a two-dimensional Bravais lattice (hexagonal). The charge density map obtained
corresponds to the observed coic-gation to a fair degree. The full expression for the calculated
images is given by

A, cos[K,. (ý + W ,)cosIq, + + ID". (8)

with conditions XK,=O and ,Y',=O

The integral emerging in this expression is improper because of the integrand approaching
infinity when y approaches I and the integration interval being infinite. However, the integrand
can he approximated for low and high values of y and the contributions of the lower and upper
part of the integration interval are readily estimated. The contributions of the intermediate values
of y can he calculated numerically. This procedure can be carried out for various values of
r/' Dw. The function f(r/ý,.w) shows an asymptotic behaviour according to:

r/coa I : f(r!,2ow) =ln(l.,1 2E,.,,wr) (9)

r/•,,JW> I :Y. (10)

The numerically calculated values then can be checked against this asymptotic behaviour. The
resulting expression for the charge density contains few parameters.

In all the calculations each set of the wave vectors, eather K, or W',, consists of a star of vectors

of equal length and 120' apart. The two vector sets have the same orientation. By taking the
vectors composing the localized charge density wave as somewhat smaller than half the ones
used to generate the atomic corrugation and adjus:ing the amplitude, location and correlation
length, topographs are assembled that do resemble the observed features in the case of type I
and type 6. For a full account of the parameters used, see Table If. For type 15, much smaller
wave vectors were applied and also a phase shift was introduced, resulting in a topograph in
reasonable agreement with the observed type feature. The calculated images are displayed in
Fig. 5.

Table II

Parameters used in .alculations on IT-TiS2 (type-1, type-6, type- 15)

2.131 10'0 m-' 2.131 100 m" 2.131 10'0 n-'

I 0.R52 10°0 in" 0.852 1010 m' 0.320 1l°O m-'

(0, 0) nm (0, -0.197) nm (0, -0.197) nm

dd (0, 0) nm (0, 0.492) nm (0, 0) nm

OrDW 0 0 -I.1(N0

0.224 -im 0.224 nm C'.352 nm

A,d.lAIý -15 -15 15

z 0.209 nm 0.070 nm ,.141 nm
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For all three features, the origin of the envelope function was chosen below the urface, at a
distance in agreement with the assumed defect sites. The signs of the amplitudes correspond to
the defect model in which type I and type 6 are ascribed to titanium interstitials and type 15 as
a vacancy at a lattice site normally occupied by titanium. In fact the calculated images for type
1 and type 6 ordy differ in the position of the origin of the CDW system.

DISCUSSION

From the auto correlation function in the case of 2H-NbSe2 it was deduced that the next-nearest
neighbour correspondence is large; than the nearest neighbour correspondence. The vector
connecting next-nearest neighbours also connects alternate close packed atomic rows. Alternate
atomic rows are connected by a plane wave having a wave vector half that of the atomic lattice.
Now suppose the observed current map consists of a sul, rposition of the atomic corrugation
and an electronic density corrugation described by a superposition of three plane waves. These
waves are described by wave vectors that are about one half of those describing the atomic
corrugation. Their amplitudes are modulated by a toodulation function containing spatial
frequencies up to about one half of the fundamental spatial frequency of the atomic lattice. The
resulting Fourier transform will consist of the fundamental hexagon due to the atomic lattice,
a convolution of a hexagon, the size being one half that of the fundamental one, and the Fourier
transform of the modulation function. If the uniform 'superlattice' having the double interatomic
spacing is drawn in the observed image then it becomes clear that long range correlation between
alternate rows is absent and phase shifts of nt are seen to occur often. Therefore this is certainly
not a superstructure with large coherence length. So the modulation function (or functions when
each plane wave is contributing to the superlattice is modulated by its own function) will have
to introduce phase shifts. Now attention is drawn to the feature present in the 2H-NbSe, map.
resembling the type 6 feature in the case of IT-TiS2. In the analysis of IT-TiS 2 it became clear
that the phases of the plane waves are essential in establishing a matching calculated feature.
Since this feature occurs more than once in the current map, the modulation functions probably
originate from several sources, possibly impurities/defects in or at the 2H-NbSe. crystal. On the
other hand phase shifts are also present in nearly commensurate charge density waves 13,4,5.61
and a domain structure establishes in order to minimize total free energy. This, however, is not
a very likely explanation for the observed phase shifts here, for the correlation length of the type
6 feature is short compared to the domain sizes encountered in incommensurate charge density
waves (say 30 interatomic distances). Decomposition of the modulation is difficult for the
number of sources is seen to be rather high compared to the more or less isolated features in
IT-TiS2 .

CONCLUSIONS

From the STM observations made on stoichiometric I T-TiS2 several conjectures are established.
It is seen that both the sulphur and titanium sublattices contribute to the STM topographs
presented here. It is assumed that the crystal sites coincide with threefold symmetry sites in the
topographs. In addition, the topographs show the presence of three distinct feature types, each
centred around a distinct threefold symmetry site and occurring in single orientation only. From
the relative occurrences and the possible assignments of threefold symmetry sites to crystal sites
a novel model is established in which Frenkel pairs, consisting of vacancies in the titanium
sublattice and occupation of the tetrahedral interstitial subattice are responsible for the observed
features. The existence of one titanium sublattice and two tetrahedral sublattices accounts for
the fact that three feature types are observed. The model leaves only one assignment of symmetry
sites to crystal sites open, the local maxima being assigned to sulphur and the local minima to
titanium. A more extensive discussion can be found in (201.

"The observations presented here display three regimes ranging from localized CDW/PLD
centred around defects/impurities in the case of I T-TiS2, via an intermediate regime governed
by overlapping envelope functions in 2H-NbSe2, to a fully developed CDW/PLD system in
I T-TaSe2 (as well in a large number of other compounds). The fact that these observations have
been made in solids ranging from (dirty) semiconductor (IT-TiS 2 ) to semimetal (IT-TaSe2) to
metallic (2HNbSe2) points at the general applicability of the phenomenological Ginzburg-
Landau theory, employed to describe the various regimes in which CDW/PLD formation appears
to act.

A-m.-
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Fig. I STM current map of IT-TaSe2 at V - V, =3.1 mV and I._,, 2.4 nA. scan size =
1*0 nm.

Fig. 2 STM topograph on IT-TiS 2 at V,* - V,, =25 mV and I=.,P, = 1.3 nA. scan size
7.5 nm, filtered at (0.25 nm)".
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Fig. 3 STM current map on 2H-NbSe2 at V Vu = 5.8 mV and I,,,, = i nA,
scan size = 88m.

Fig. 4 Fourier-transform intensity plot of 2H-NbSe 2 STM current map (Fig.4).
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aFig. 5 acltdSMtpgah (a)type- (b) type-6 (c) type- 15.
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DESIGN OF ULTRA HIGH VACUUM SCANNING ELECTRON
MICROSCOPE COMBINED WITH SCANNING TUNNELING MICROSCOPE

Mikio Takai*, Naoki Yokoi*, Ryou Mimura**, Hiroshi Sawaragi**, and Ryuso Aihara'*
*Faculty of Engineering Science and Research Center for Extreme Materials,
Osaka University, Toyonaka, 560 Osaka, Japan
**EIKO Engineering Co., Ltd., 50 Yamazaki, Nakaminato, lbaraki 311-12, Japan

ABSTRACT

An ultra high vacuum (UHV) scanning electron microscope (SEM) combined with a
scanning tunneling microscope (3TM) has beet designed and constructed to solve problems,
arising from STM surface imaging and nanofabrication using STM tips, such as difficulty in
probe tip location arna change in tip shape. The system facilitates to image and/or to modify a
wide range at area from submicron down to subnanometer. A ZrO/W thermal emitter in a
Schottky mode has been used for an electron gun to obtain a low energy spread with a high
angular current density. Minimum beam spot diameters of 6 and 12 nm with currents of 100
pA and 4 nA are estimated by optical property calculation for high resolution (SEM) and high
current (fabrication) modes, respectiveiy.

INTRODUCTION

Scanning tunneling microscopes (STMs) have been widely used to investigate surface
electronic states of conductive materials since their invention I11. They have also been applied
to localized material modification in a nanomettr scale [2 - 7], though the mechanism of such a
nanoscale modification was not yet clarified. Thus, the STM fabrication can provide in-situ
modification of atomic surfaces during atomic scale monitoring. Difficulties in nanofabrication
using STM tips are a probe-tip location, change in STM image and STM tip shape [7, 8], and
low process rate. The probe tip location cannot be easily identified because of the extremely
small processed area. The change in STM image during nanofabrication is often observed
presumably due to the change in tip shape induced by the application of voltage bias pulses 17,
81. Such difficulties can be overcome by the combination of a scanning electron microscope
(SEM) column with a STM as in Fig. 1, which can facilitate the STM tip location in localized
areas and in-situ monitoring of the STM tip shape. An UHV chamber for the STM improves
the instability and contamination of modified atomic surfaces. Furthermore, an UHV SEM
combined with a STM realizes in-situ fabrication (i.e. surface imaging and modification) in a
wide range from micron down to subnanometer. when both electron beams are utilized for
imaging and modification. SEMISTM combinations have been attempted only by the use of
commercial SEMs with low vacuum chambers [9, 101 or a UHV chamber I 11. Design
optimization of th, STM chamber, the SEM column, and the electron source for in-situ
nanofabrication including both surface imaging and modification has not been made till now.

In this study, an UHV SEM column connected to a chamber with a STM has been designed
and constructed to solve difficulties arising from nanofabrication using STM tips. The
focusing performance of the SEM column for surface monitoring (i.e. high resolution mode)
and modification (i.e. high current mode) has been simulated.

ELECTRON BEAM SYSTEM DESIGN

STM Chamber Design

Figure 2 shows the schematic of the UHV STM/SEM system having a load-lock chamber for
spmple change. The STM is mounted on the stage in the UHV chamber made of iron and
coated with nickel. Iron is used to suppress the influence of stray magnetic field on both SEM
and STM. Surface coating of nickel is employed for low outgasing and for corrosion
protection during nanofabrication using reactive gases. The whole system is suspended by coil
springs to damp vibrations from the floor.

Mat. Res. Soc. Symp. Proc. Vol. 295. - 1"93 Materials Rlesearch Society
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Electron Beam

STM Tip

sample

Fig. I Schematic of STM/SEM combination covering a wide range of field.
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Fig. 2 Schematic of a UHV STM/SEM system having a load-lock chamber for

sample change.
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Table I A comparison of electron emission source characteristics between field
emission (FE) and Schottky emission (SE). AV: energy spread, dl/df: angular
currei. denbity, D: _,ýurce sizc.

FOE SE (ZrO/W(I00))
AV (eV) 0.3 0.5-1.5

dI/dQ (p.A/sr) 104  102 -103

D (nm) 5 15

vacuum (Torr) - 10"10 -10-9

curr. stability bad good

ZrOýW EMITTER

EXTRACTOR

CONDENSER LENS

GROUNDING ELECTRODE

CL ALIGNMENT-UPPER

CL ALIGNMENT-LOWEt'

BLANKING PLATE

VARIABLE APERTURE

OL ALIGNMENT-UPPER

S-OL ALIGNMENT-LOWER

DEFLECTION COIL-UPPER

DEFLECTION COIL-LOWER

STIGMATOR

OBJECTIVE LENS

SAMPLE

Fig. 3 Schematic of beam optics.
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Electron Gun

Electron guns usually used for finely focused electron beams are field emission (FE) and
Schottky emission (SE) electron sources. The FE electron source has smaller energy spread
and source size than the SE as shown in table 1. However, the angular current density of the
FE source is much lower than that of the SE sourt-c. Thc current stability of the FE source is
also worse than that of the SE source. Therefore, a SE electron source with ZrO/W(100) is
employed as an electron gun.

Acceleration Column

Figure 3 shows the schematic of the acceleration column mounted with a ZrO/W SE source,
The column consists of an electrostatic condenser lens and a magnetic objective lens. The
important point for modification application using a STM is a working distance between the
sample and the bottom of the objective lens, the value of which is settled at 20 mm.

BEAM OPTICS SIMULATION

Aberrations of the focusing lens system shown in Fig. 3 can be calculated by a finite element
method [121. Figure 4 shows the spherical and chromatic aberrations, cross-over point
distance, and magnification as a function of voltage ratio (VCLIVACC) under a condition of
VEX/VACC = 0.3. These parameters (Csi, Cci, Zi, and M) drastically change as the voltage
ratio between the condenser lens and acceleration voltages changes. Both aberration
coefficients are minimized at a lowest magnification, in which a finest beam can be obtained
(i.e. high resolution mode).

10
7

EVEX, VACc 0.3C cl
- 106

E W Z

E. 102
_r 104
E

102
E

• 10o

0.05 0.15 0.25 0.35

VOLTAGE RATIO (VCL/ VAcC )

Fig. 4 Condenser lens aberrations (Csi: spherical, Cci: chromatic), cross-over
point distance (Zi), and magnification (M) as a function of voltage ratio
(VcL/VACC) under a condition of VEXJVACC = 0.3.
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10'

VACC = 25 keV
SAV = 0.5 eV""dl/d =350 WA/sr

I--ILl
=E

5 102

I-. High
SHigh Current

U) 10 1 Resolution Mode
Mode

IJU

10 10 -1 10 * 101 10, 102 10 4  10, 101

BEAM CURRENT (pA)

Fig. 5 Beam spot diameter as a function of current for 25 keV electron beams with
two different modes.

Focusing characteristics can be further estimated using calculated aberrations and electron
source specifications [ 131. Figure 5 shows the calculated beam spot diameter for the designed
electron beam column as a function of current for high resolution (SEM) and high current
(fabrication) modes. In case of high resolution mode, a minimum beam spot diameter of 6 nm
with a current of 100 pA can be obtained under a condition of M= 0.52 in Fig. 4, while that of
12 nm with a current of about 4 nA is estimated for high current (fabrication) mode under a
condition of M= 2.1. Thus this electron beam system provides two operation modes for
monitoring and fabrication ranging from 6 nm to 1 m.

SUMMARY

The design concept of the UHV SEM/STM system and additional problems arising from the
combination of the UHV SEM and STM such as the influence of stray magnetic field and
vibration have been discussed. A ZrO/W thermal emitter in a Schottky mode has been used for
an electron gun to obtain a low energy spread with a high angular current density. Minimum
beam spot diameters of 6 and 12 nm with currents of 100 pA and 4 nA are estimated by optical
property calculation for high resolution (SEM) and current (fabrication) modes, respectively.
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SCANNING TUNNELING MICROSCOPY PERSPECTIVE OF STRUCTURES
ON REDUCED SrTiO 3 (001) SURFACES

YONG LIANG AND DAWN A. BONNELL
Department of Materials Science and Engineering, University of Pennsylvania, Philadelphia,
PA 19104-6272

Abstract

Scanning tunneling microscopy has been used in ultra high vacuum to provide atomic
scale structural information on reduced SrTiO 3 (001) surfaces. Our tunneling images exhibit
row-like features with 12 A and 20 A periodicities on the reduced surface. A local 2x1
reconstruction was also revealed on some regions of the surface. The experimental results are
discussed in terms of the different sublimation rates of surface constituents and formation of
lamella structures of Srn+lTinO3 n+l.

Introduction

The surface structure of SrTiO 3 has attracted considerable attention over the years due to
many interesting properties, which include surface relaxation and related ferroelectric properties,
photo-catalysis, and structural relationship with novel high-Ta superconductor. A good
understanding of these properties, is closely related to the understanding of surface structures
and defect formation. Although many surface analytical-techniques have been used to provide
insight into surface electronic structure and symmetry, little is known about the geometric
structure and the composition of the surface at an atomic scale.

There are two possible terminations for a perovskite SrTiO3(001) surface; the surface
can either terminate at a SrO plane or at a TiO2 plane. Fig. 1 shows a plausible configuration of a
surface with two terminations separated by a single height step. The left terrace consists of only
oxygen and strontium atoms, i.e., a SrO termination; the right terrace is a TiO2 termination with
only oxygen and titanium atoms. The population of the two terminations on a (001) surface is
determined by a number of factors, and since the symmetry is the same for both terminations,
four-fold symmetry and a square surface-unit-cell is anticipated for an ideal perovskite (001)
surface as shown in Fig.l. In contrast to many transition-metal oxides, SrTiO 3 is able to
support both oxygen and titanium deficiencies through formation of variant structures such as
the intergrowths of lamellae (Ruddlesden-Popper phases) [ 1,21. This type of structure can be
formulated as Srn+lTinO3n+l. The structure is related to ideal perovskite by a shear for every n
perovskite layers and reduction of coordination of a fraction of Sr atoms from 12-fold to 9-fold.

*Sr

0 0

N* ri

Fig. 1 The SrTio 3(001) surface illustrating SrO termination and TiO2 termination
seperated by an atomic height step.

Mat. Res. Soc. Symp. Proc. Vol. 295. 1•993 Materials Research Society
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Although scanning tunneling microscope (STM) has been widely used to study the metal
and semiconductor surfaces, STM on wide-gap, dielectric ceramic surfaces are, with a few
exceptions [31, very limited due to the specialty of those surfaces. For example: (1) The high
density of surface states and associated band bending could "pinch off" the tunneling [4]. (2)
The capacitive coupling between tunneling tip and surface may hamper the STM resolution [5].
We reduce these effects by increasing the carrier concentration of the crystal via reduction, and
obtained STM images which resolve atomic features on the reduced surface. In this paper we t
focus on atomic structures of the surface annealed under ultra high vacuum(UHV). A detail
discussion of change of surface morphology and surface ordering with respect to different
annealing conditions was discussed elsewhere [61.

Experimental Procedures

A 10mm x 5mm x 1.5mm single crystal SrTiO 3 (Commercial Crystal Lab, FL) was cut
to within ±0.5' of the (001) face, as determined by x-ray diffraction. The surface was polished
with progressively finer alumina paste down to 0.03gm and then was chemically etched in order
to eliminate mechanical damage. Samples were reduced under 10-7 Torr vacuum at 1000 °C for
two hours and quickly introduced into an UHV chamber for a further annealing at vacuum of
5x10-10 Tort, 600 °C for 35 min. The reductien yielded a crystal with a green-yellow color and
a resistivity on the order of 103 Q)cm. T1- 'gh temperature reduction was achieved through a
resistive beater made of tantalum foil tha, was firmly attached to the back side of the crystal.

Experiments were performed under UHV with a base pressure of 2x1WOO0 Tort.
Surfaces are imaged using two STM's; One built in-house and described earlier[7]. was
modified with spring suspension and tube scanner, and the other is a commercial STM (WA
Technologies, UK). Pt-Ir tips were mechanically formed and were further in-situ cleaned and
sharpened via field emission with an emission current of 1 ,tA for two minutes. All images were
acquired in constant current mode with a typical tunneling current of 0.5 nA. Auger electron
spectroscopy(AES) was used to verify the surface cleanness.

Results and Discussion

Annealing in UHV at elevated temperature for 35 min produced a surface with the row-
like structures shown in Fig.2. Clearly, distinct row features run across the surface along the
[1001 direction. The typical spacings between two rows are 12 A and 20 A. Fig.2a shows
features with periodicity of 12 A. In which detailed atomic structures are evident in some
regions. The vertical corrugation of the rows is approximately 2A. Fig.2b shows features with
periodicities of both 12 A and 20 A, observed at another area of the surface. Both images
demonstrate that the surface consists of intergrowths of rows with different spacings. The width
of the intergrowths with 20 A periodicity appears to be larger than that of intergrewths with 12
A spacing. In addition to row features, we occasionally observed a local 2xI structure as shown
in Fig.3. The size of the unit cell is about 4A x 8A with the large dimension along the [0101
direction. This result agrees with the LEED observation by Cord et al. [81 in which a 2x I
reconstruction was observed on the surface annealed in UHV. Most of the surface structures
appear to be insensitive to the sample bias; as we vary the bias and change the polarity, no
essential changes in the images are observed. This implies that our images are likely dominated
by topographic structure instead of electronic effects [9]. In any event the observations are
clearly different from an ideal bulk-truncated surface structure, on which a square unit cell with
4-fold symmetry is expected. Our results show directional features which introduce a prime
direction (1001 on the surface and lower the surface symmetry from 4-fold to 2-fold.

One direct consequence of annealing is a change of stoichiometry of the crystal. Due to
the lower coordination, reduction on the surface may be different from .hat in the bulk.
Consequent surface structural changes that are consistent with our experimental observation
could occur through two possible processes: The first requires formation of new phases on the
surface upon reduction. This involves changes of both surface geometry and surface
composition. The second is based solely on the oxygen vacancy distribution with the basic
surface structure remaining unchanged. It is assumed that oxygen vacancies created by
reduction form an appropriate pattern that gives rise to an observed structure.
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! i

Sb i

Fig.2 Consant current STM image of an annealed surface showing row-like
structures with spacing of 12 A and 20 A. (a) a 370A x 300 A image
with black-to-white scale of It A. (b) 130 A x 105 A image with a
black-to-white scale of 6 A.
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Fig.3 Constant current STM image showing a local 2x I structure on the
SrTiO3 (001) surface.

We first discuss how .,; UHV annealing could affect the surface composition, leading
to new phases. When heating the crystal at elevated temperature, the surface adsorbates are
expected to desorp and, if the temperature is sufficiently high, some host surface atoms will also
leave the surface by sublimation. The sublimation rate generally depends upon the bonding
strength, coordination of each atom, concentration of constituents on the surface, and partial
pressure of constituents in the vacuum. Oxygen is known to have a high sublimation rate,
partially due to its high concentration. In our experiment the typival vacuum pressure is 5x10- 10

Torr during annealing, and the partial pressure of Sr, Ti. and 0 is at least on the order of 10.12
Tort, but is likely to be lower. The bonding strength of Sr-O is about two thirds that of Ti-O
[101. On the other hand, Sr has 12-fold coordination in the bulk and 8-fold coordination at the
surface, which is nearly twice as large as that of Ti. which has 6-fold coordination in bulk and
5-fold coordination at Lhe surface. Taking into account these two factors, Ti is expected to have
a higher sublimation rate than Sr in SrTiO 3 . In fact, Brooks et al. found that sputtering
SrTiO 3 (001) followed by an UHV annealing at temperature of 760 0C produced a surface with
concentration of Sr as high as 85%, and Ti only 15% [111. In contrast, Henrich e! al.
concludeo that sputtering alone yielded a Ti rich SrTiO,(001) surface 112]. The difference
between the two results suggests that UHV annealing does increase the surface Sr-to-Ti ratio.
From these considerations, we believe that UHV annealing can change the surface stoichiometry
as described by SrTixOy. If we parameterize x and y in terms of an integer n:

x=lI/(n+l)
y=2/(n+l) where n=O, 1, 2, ..... ,

then the surface composition can be formulated as Srn+lTinO3n+l. This corresponds to the
lamella structure, a variant of SrTiO 3 which is known to be stable at several different orders,
i.e., different n [13-151. Srn+l'rinO3n+l exhibits two interesting features: First, in
accommodating the 0 and Ti deficiency, those Sr atoms which are located in and next to the
shear layers change their coordination from 12-fold to 9-fold. Second, one section of each unit
cell is displaced by an amount of a12 and M12, i.e.. half of the unit cell (2 A) along both 11001
and [010] directions. This structure has two-fold symmetry along a and b axes rather than the
4-fold symmetry of the perovskite structure. Fig.4 shows two lamellae with n=1 for Sr2TiO4,
and n=2 for Sr3Ti2O7. The sizes of the unit cells are 12 A along c direction for Sr 2TiO4 and 20
A along c direction for Sr3Ti2(O, respectively.
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Fig.4 Schematic drawing illustrating the relationship between ideal perovskite
SrTiO3 (a) and two lamella structures of Sr 2TiO4 (b) and Sr 3Ti 2O 7 (c).

From the previous discussion, it is clear that annealing in UHV results in a surface
deficient in oxygen and titanium. To accommodate the deficiencies, some Sr atoms change their
coordination from original 12-fold to 9-fold and surface forms phases of Srn+lTinO3n+l with
different order depending upon the local degree of deficiency. If the UHV reduction is
sufficiently long, lamella phases merge and form intergrowths which reduce the surface
symmetry to two-fold and give rise to the row-like structures. The images in Fig.2 are
consistent with formation of lamella phases with spacing of 12 A for Sr 2TiO4 and 20 A for
Sr 3Ti2 O7 . The displacement described in Fig.4 results in a protrusion with a height of 2 A as
our STM images show. At present we are not able to determine how deep the lainellae extend.

The second mechanism which could partially explain our results is the oxygen vacancy
model. This model assumes that the basic surface structure is unchanged, but that the
concentration of oxygen vacancies and the ordering of oxygen vacandies varies with annealing.
Differing concentration and ordering would naturally lead to different surface morphology.
However, this model is deficient in that it can not explain the change of surface symmetry. In
addition, one must assume that the oxygen vacancies arrang,: themselves in such a pattern as to
produce the observed periodicities. This is difficult to reconcile without involving further
surface structural transformation. Furthermore, this model is based solely on oxygen vacancy
formation which essentially assumes that the sublimacion rates of Sr and Ti are equal. This is
difficult to justify based on the above discussion.

In conclusion, reduced SrTiO3 (001) surface has been characterized using STM to
provide atomic scale structural information. Our topographic images revealed row-like
structures with spacings of 12 A and 20 A. A local 2x 1 structure was also observed at some
regions of the surface. The row-like structures are consistent with lamellae of Sr2TiO 4 and
Sr 3Ti20 7 . The experimental results could be explained in terms of the formation of reduced
phases that result from different sublimation rates of Sr, Ti, and 0.
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SURFACE STRUCTURE AND ELECTRONIC PROPERTY OF REDUCED

SrTI03({O0) SURFACE OBSERVED BY STN/STS
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ABSTRACT

We have obtained STM images and STS data with atomlc-scale
resolution for SrTIO (100) surface annealed in UHV at 1200 TC. A

5×Xr5-R26.6° surface superstructure indicating oxygen vacancy
ordering has been observed. The STS data provide evidence for a
localized surface state arising from oxygen vacancies at 1.35 eV
below the Fermi level. STM images of the [5x[5 structure
correspond to the surface orbital of the ordered TI-oxygen
vacancy complex.

1.,INTRODUCTION

The surface of metal oxides with a perovskite structure
(ABO where A is a group I or II ion and B Is a transition-
meta~i plays an important role in surface photocatalysis [11 and
as a substrate for thin film deposition [2]. Surface defects In
these materials are especially important as centers of chemical
reaction [3] and for the nucleation of crystal growth. The
surface of strontium titanate (SrTiO ) Is Interesting from the
viewpoint of not only a typical pepovskite but also typical
dielectric material. For these reasons, there have been many
surface science studies on SrTiO3 . With low energy electron
diffraction (LEED), a 2x2 superstructure has been reported after
annealing In ultra high vacuum (UHV). Photoelectron
spectroscopic (PES) studies indicate a superstructure model
coglisting of ordered surface defects, where the defects are E-
Ti -O ([3 zoxygen vacancy) complexes forming a state inside the
band gap [4,51. Moreover, the surface electronic states related
with oxygen vacancies have been calculated f6,71. In spite of
these studies, the relationship between reconstructed surface and
electronic energy structure have not been well understood. In
order to characterize such a surface, scanning tunneling
microscope (STM) and scanning tunneling spectroscopy (STS) are
powerful tools. However, STM-Images for metal oxide with atomic-
scale resolution are scarcely reported except for cuprate
superconductor and TiO so far.

In this paper, ie report STM and STS data for a SrTiO
surface with atomic resolution after annealing in UHV. We wil?
show high resolution images of a [5xr5-R26.6 0  superstructure
indicating the existence of localized surface states arising
from oxygen vacancy ordering on the reduced surface.

2.EXPERINENTAL

The STM and STS measurements were performed with a USM-301
(UNISOKU, Japan). Current-versus-voltage (I-V) spectra were

Mat. Res. Soc. Symp. Proc. Vol. 295. ý 1993 Materials Research Society



36

acquired during imaging. The experiments were coyyducted in an

UiiV chamber with a Lase pressure of 8x10 Torr. Both
mechanically formed Pt-Ir and electrochemically etched W tips

were used. We calibrated the XYZ-scale by imaging a well-known
Si(lll)-7x7 surface. The STM chamber was equipped with a
preparation chamber for sample heating and various surface

treatments. Reflection high-energy electron diffraction (RHEED)
experiments were conducted in the preparation chamber using the
25-kV beam from a RHG-1000 (PHYSITEC, Japan) electron gun.

Polished and (100) oriented, plate-shaped crystals of SrTIO

were purchased from Earth-Jewelry Co. (Japan). The SrTiO crystai
was clamped on a SI heater mounted on a holder made of TR and Mo.

The sample was pre-heated for degassing In the preparation
chamber and annealed at high temperature In the STM chamber. The

sample temperature was measured with an optical pyrometer. The
chamber pressure during annealing did not exceed lx1O0- Torr.

After annealing, the sample was transferred to the STM head. It

was possible to obtain STM images with atomic-resolution within

3 hours after the annealing.

3.RESULT AND DISCUSSION

3.1 RHEED Measurements of (a)

Reduced SrTi03(100) Surface

The sample was annealed
In UHV at 1200 *C for 2mln.
FIg.1 (a) and (b) show RHEED
patterns from the reduced
SrTiO (100) surface with the
electron beam incident along
the [010] and [0211 azimuth.
respectively. Pattern (a)
consists of the zero order 10101

main streaks and split streaks
located on the first order
Laue circle, with sharp line
width and high contrast to
back ground. The spacing of (b)
the main streaks is
corresponding to a lattice
spacing of d =0.39. This
value suggests'9aRt the square
lattice has the same
periodicity as that of bulk
unit cell. This surface,
however, Is quite different
from the lxi surface. The
splitting of the streaks lying
on the first Laue circle [02V
!ndicates a twin-like
structure. On the other hand.
pattern (b) taken with the Fig.l

electron beam incident along RHEED patterns from the

the [021] azimuth shows also reduced SrTiO (100) surface

symmetrical streaks. The angle annealed at 1oo0C in UHV for

between the (0211 and (0101 2min, observed with the

azimuths is 26.60 . The streaks electron beam incident in (a):

in pattern (b) have very sharp (0101 azimuth and (b) (0211

line width and intensity azimuth.
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maxima lying on a zero order
Laue circle. indicating a very (a)
flat surface. This pattern
consists of three main streaks
and 1/5-order streaks. The
spacing between the main
streaks corresponds to a
lattice spacing of
d o=0.174 nm. The 1/5-order

indicate a
reconstruction with
5d -0.87 nm in the [0211d i -r a o n .%

3.2 Topographic Structure of 1n
Reduced SrTIO(lO Surface

Reduced SrTiO has (b)
sufficient conductivity for
STM measurements. This
conductivity arises from the Fig.2
oxygen defects introduced (a): A current image of 50 nm
during annealing. The Ti- by 50 nm region of the reduced
oxygen vacancy complexes SrT10 3 (lO0) surface. (b): A
induce a defect band inside cross section obtained with
the band gap without changing constant-current scan along
the main electronic structure the line indicated in (a).
below the Fermi surface.

A current image presenting a surface step is shown in Fig.2(a). Flg.2 (b) shows a cross section taken with constant current

along the line Indicated In Fig.2 (a). Atomically flat terraces
and a clear step are observed. SrTiO has a perovskite structure
and different surface terminations •ith either SrO or TIO are
possible. The observed height of the step is 0.42 nm, similir to
the unit cell dimension for bulk SrTiO . Sub-unit cell steps were
not observed in any of the images. M~reover. the surface image
of terrace (A) is the same as that of terrace (B). Accordingly,
the top layer of the surface is always of one kind. either SrO or
TiO2"Fig.3 show STh images of reduced SrTiO (100) surface with

atomic scale resolution. Many atomic size particles are observed
on the surface. These particles are not due to contamination
from background gases, because the number of particles does not
change with time, even after exposure for two days. Moreover the
particles are always located at a lattice point of the square
structure. The number of particles on the clean surface decreases
after longer annealing. However, long time annealing cannot
remove the particles at surface boundary. Evidently these
particles are attracted by -the disordered boundary. These
results suggest that the as-polished surface of SrTIO is
strongly damaged and that the damaged layer can be removed and/or
rearranged by annealing in UHV at 1200 T for few minutes.

The surface shown in Fig.3 can be divided Into three domains
(A) and (B) by surface boundaries. The axis c the square
lattice in domain (A) is rotated compared to that In domain (B).
A similar rotation is also in all other samples. The axes of
these square lattices are rotated by about 26 degrees from the
<100> symmetry direction of the bulk crystal. This rotation angle
is in good agreement with RHEED measurement. Another type of
boundary Is observed between domain (A) and (C). The square
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• 0001

010 nm

Fig.3
An atomic-scale resolution current-image of 40 nm by 40 nm region
of the reduced SrTIO (100) surface taken with a tip bias of 0.6 V
and a tunneling cuprent of 400 pA. The axis of square lattice
rotate by about 260 from the axis of bulk crystal. The rotational
boundary between domain (A) and (B) is observed. The extended
image of a phase shift between domain (A) and (C) is shown.

(ci)

Imm

Fig.4
(a): A constant current image of 5.5 nm by 5.0 nm region of the
reduced SrTiO (100) surface taken with a tip bias of 3.0 V and a
tunneling curpent of 300 pA. (b)" A cross section of the surface
indicated in (a).
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lattice of domain (A) slides against that of domain (C) as
illustrated In the expanded image. This phase shift suggests that
the observed square lattice dose not correspond to the actual
unit cell, but instead corresponds to a superstructure. To
examine the details of the square superstructure, the high-
resolution constant-current image have been observed as shown in
Fig.4. The spacing of square lattice is 0.87 nm which is in good
agreements with the STM measurements. Therefore, the RHEED and
STM results indicate that the surface annealed at 1200 'C is
reconstructed In [5x[5-R26.6 0 superstructure.

3.3 Electronic Structure of Reduced SrTi0.(100) Surface

In order to study the origin of the i5xr5 surface
structure, we examine the differences in the electronic
structure of the dark and bright regions in the STM image. The
STS data shown in Fig.5 were averaged for the bright and dark
regions respectively. The spectrum of the dark region (dotted
line) has a band gap energy of about 3 eV which agrees with the
value for stoichiometric SrTiO3. This suggests that the dark
region has a similar electronic structure as the stoichlometric
SrTIO surface. On the other hand, in the bright region, we found
a baid around -1.35 eV below the Fermi level (solid line). This
value agrees well with the result of PES data. Cord and Courths
reported a surface defect state (E=-1.3 eV) induced by oxygen
vacancies [5]. Therefore, the contrast in the STM image
corresponds to an oxygen defect band.

-3 -2 -1 0 1 2 3

V/V
eTi t 0 vacancy

Fig.5 Normalized conductance 00 * complex cy
of the reduced SrTIO (100)
surface. The solid and Rotted
lines represent the spectra Fig.6
averaged over 6 spectra at A possible model of [Sx[5

bright and dark regions of STM reconstruction of SrTiO (100)
image (a) respectively. These surface. Oxygen defecti is
spectra were obtained during ordered along <012> azimuth in
imaging of (a). the TiO2 top layer.
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The Sr level is too deep to be observed by STM/STS.
Accordingly we can not determine whether the top most surface
layer is SrO or TIO2 . However, the STM/STS data are consistent
with the assumption of a TiO layer as the topmost surface.
Tsukada et al. has calculated t~e surface electronic structure of
SrTiO with oxygen defects by the DV-Xa cluster method. In the
absence of defect, SrTiO3 has no state near the Fermi level. Upon
introduction of oxygen vacancies in the T0 2 surface, defect
states appear near the Fermi surface. The highest occupied
molecular orbital (HOMO) induced by oxygen defects shows a broad
maximum around the T1 atoms and swells toward the vacuum side
[7]. Based on this theoretical result, we propose a structure
model that oxygen defects ordered along <012> azimuth in the TIO
top layer as shown in Fig.6. In the STM measurement, thi
tunneling current flows from this surface defect state to the
tip. Therefore the STM image reflects the topology of this state.
Consequently, the bright regioji of the STM image may correspond
to the periodicity of the LI-TI *-O vacancy complex.

4.CONCLUSION

We have performed STM/STS measurements of SrTiO (100)
surfaces with atomic-scale resolution. A v5x[5-R26.6° sarface
superstructure indicating oxygen vacancy ordering in the TiO top
layer has been observed using STM and RHEED. The STS data provide
evidence for a localized surface state induced by oxygen
vacancies. From these results, a model is proposed in which the
STM image is assumed to result from the surface orbital of the
[L-Ti-oxygen vacancy complex. Such direct observation of oxygen
vacancy and electronic structure in real-space is important to
reveal the mechanism of surface reaction and initial stage of
crystal growth on SrTI03 .
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ABSTRACT t

Knowledge about atomic scale motions is essential to the underztanding of dynamical
phenomena on surfaces, such as diffusion, phase transitions, and epitaxial growth. We
demonstrate that the addition of a very small number of Pb atoms to a Ge(l 11) surface reduces
the energy barrier for activated processes, thus allowing one to observe concerted atomic
motions and metastable structures on this surface near room temperature using a tunneling
microscope. The activation energy for surface diffusion of isolated substitutional Pb atoms in
Ge(l I 1)-c(2x8) was measured by observing individual atomic interchanges from 24'C to 79'C.
We also observed the formaticn and annihilation of metastable structural surface excitations,
which are associated with large numbers of germanium surface atoms in one row of the c(2x8)
reconstruction shifting along that row like beads on an abacus. The effect provides a new
mechanism for atomic transport on semiconductor surfaces and can explain a number of other
observed phenomena associated with Ge(1 11) surfaces, including the surface diffusion of Pb
atoms.

INTRODUCTION

Dynamical phenomena on surfaces, such as diffusion, phase transitions, and epitaxy, are
of fundamental importance in condensed matter physics. Experimental studies of the detailed
atomic motions associated with these dynamical processes clearly require atom-resolved
microscopy. However, direct observation of these atomic motions has been elusive. We
introduce a remarkable system for atomic-scale study of dynamical processes: Pb/Ge( 111)-
c(2x8). A very small amount of Pb lowers the activation energy for motion within the surface
reconstruction so that atomic diffusion and metastable structures occur near room temperature
and can be observed with atomic resolution. This provides us with an unprecedented
opportunity for in situ observations of atomic processes.

Diffusion on metal surfaces has been measured using the field-ion microscope (FIM), and
detailed mechanisms such as c •ncerted atomic exchange have been documented[ 1]. The FIM
studies, along with the calculLtions they motivated, have greatly improved our understanding
of atomic dynamics on metal surfaces. The scanning tunneling microscope (STM) is just
beginning to fulfill some of its promise as a tool to study atomic dynamics. It has recently been
used in studies which are very promising for furthering our understanding of diffusion and
epitaxy in systems of direct technological interest[2]. Additionally, phase transitions on
Si(l I 1)-7x7131 and on Ge( I - -c(2x8)[4] surfaces have been observed using hot STM. In all
of these cases, however, the motions of individual atoms have not been directly measured.

Pb/Ge(l I1)-c(2x8) is a favorable system for the atomic scale study of dynamics on
reconstructed semiconductor rturfaces for several reasons. First, unlike Si atoms for example,
the Pb atoms are readily distinguished from the Ge adatoms by the STM. Thus it is clear when
they move, and they can be t -ed as markers which allow the registry and motion of the Ge
atoms to be determined. Second, bulk Pb and Ge do not intermix and Pb atoms do not
evaporate from the surface below 300'C, so we can be sure that any Pb atom which disappears
from our field of view in the STM has gone to another surface site. Finally, the pure Ge(l Ill)-
c(2x8) surface is a "soft" reconstruction that undergoes a phase transition near 300°C. This is a
low transition temperature compared with that of Si(l I )-7x7 (which is around 860*C.) and

Mat. Res. Soc. Symp. Proc. Vol. 295. '1993 Materials Research Society



42

suggests a relatively weak bonding of Ge adatoms to the substrate. As a result, Ge adaloms

are mobile at room temperature on the Pb doped surfacel 5,61.

LEAD DIFFUSION

Activation energy

Details of sample preparation and STM operation have been presented elsewhere[51.
Diffusion data were taken at two different coverages of Pb: one at which the Pb atoms
constitute about 6% of the total adatoms in the c(2x8) reconstruction and one at which they
constitute about 4% of the total. The diffusion temperature was varied between room
temperature and about 80°C by passing direct current through the sample. The data were
analyzed by comparing the povitions of Pb atoms in one image to those in the previous image.
If a Pb atom appeared in a given position in one image but not in the following image, the
motion was counted. Only departures (atoms which move away from sites they previously
occupied) were counted, not axrivals (atoms which move in to sites they did not previously
occupy). This avoids double-counting, since each individual migration event consists of both
an arrival and a departure. By analyzing a large number of images, we can thus measure the
diffusion of the adatoms one aiomic motion at a time.
Fig. I shows four STM imag-s taken on the high coverage sample at 48°C at two and four
minute intervals. The Pb adat ims are clearly visible as white spots, and occupy substitutional
adatom sites in the Ge(1 1)-c(i x8) reconstructed layer (presented schematically in Fig. 2). For

*3 U

Fig. 1 Four successive 100 X i t5 A STM images of Pb adatoms in substitutional sites on the high covcrage
sample. Elapsed time in [minutes:sceonds] is indicated at the bottom of each image. llte black arrows indicate
the direction and length of eight sirglc interchanges. Four atoms which do not appear at the same position or
near-neighbor positions in the subsequent frame are marked with black stars. These are discussed in the text as
long jumps.
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tali]

AAdatom row direction

Fig. 2 Schematic diagram of the Gc(I 1 I)-c(2x8) surface. Small circles represent top layer bulk Ge atoms, large
circles are Ge adatoms (shaded) and a Pb adatom (open). Seven near neighbors are identified- We find thai thi
diffusion by single interchanges occurs primarily along the indicated adatom row direction,

the high coverage sample, 171 images containing 1001 motions from a total of 9901 atoms
were analyzed. For the low coverage sample, 248 images containing 1187 motions from a
total of 5530 atoms were analyzed. (The proportion of data at high temperatures was greater on
the low coverage sample, so a greater fraction of the atoms under observation r-oved.) In Fig.
1, we observe eight single (near neighbor) interchanges. For these eight interchaj;g-s we have
placed a black arrow showing the position of the adatom in the next image. We also identify
four long jumps with black stars. In our analysis, a long jump is counted when an atom is
present in one image and is not present either at its old site or at a neighboring one in the next
image.

The average atomic movement rate R and deviation a at a particular temperature are given

by R = Y-mi/Xtiai and a - (7"mi) 1/2/ytiai, where mi is the number of movements that occur
among a field of ai Pb adatoms in the ith time interval ts[ 5]. If the motion is thermally activated,
then R varies with absolute temperature T as R = vexp(-ED/kT), where v is an effective
attempt frequency and ED is the activation energy. Log R versus 1000/T for the high coverage
sample is plotted in Fig. 3. Note that a straight line fits the data quite well, and yields ED =
0.54 ± 0.03 eV and v - 7xIC5s-1. In Fig. 4 we plot the same thing for the low coverage
sample. Again, a straight line fits the data quite well, although it yields ED = 0.73 ± 0.03 eV
and v = 4x10 8 s-I. The ratio of single interchanges to long jumps remains constant over our
temperature range for both samples; log R versus 1000/I' of the single interchanges yielded the
same value of ED (with a larger uncertainty.) Either the single interchanges and the long jumps
occur by the same process or they occur by processes with very similar activation energies, and
we consider the data together.

The strong dependence of the diffusion parameters on Pb concentration suggests that
complicated processes are at work. Activation energies in the range of 0.5 to 0.7 eV are not
surprising. Effective attempt frequencies as low as 105 to 108 s-1 are. (Attempt frequencies are
usually expected to be about the Debye frequency, = 1013 s-l.) Such small prefactors suggest
that there is a relatively small phase space associated with the atomic motions involved in the
transport of Pb atoms from one substitutional site to another. That is, recalling that the effective
attempt frequency contains an entropy term as well as atomic vibration frequency terms, these
results show that the entropy associated with the diffusion mechanism is small. As we shall see
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in the next sections, this is not unreasonable because even simple near neighbor interchanges of
Pb and Ge atoms are accompanied by extensive atomic motions far from the site of the
exchange.

We carefully examined the influence of the scanning process on the adatom movement rate,
and found two strong indications that it has negligible effect. First, at each temperature we
made a few images at intervals two to five times as long as the rest in that data set. By
analyzing the dependence of movement rate on imaging frequency, we can measure the number
of interchanges induced by scanning. We find 0.01 ± 0.015 interchanges/adatom for each

lOZ • , • • • . 0-2 ... Ii

o 0

E i> >

t " 104 C I
2.8 2.9 3.0 3.1 3.2 3.3 3.4 2.8 2.9 3.0 3.1 3.2 3.3 3.4

Inverse temperature (1000/K) Inverse temperature (1000/K)

Fig. 3 Arrhenius plot of the observed movement Fig. 4 Arrhenius plot of the observed movement
rate for Pb adatoms on the high coverage sample at rate for Pb on the low coverage sample at
temperatures from 240C to 790C. Vertical error bars temperatures from 27°C to 75'C.
come from the expression for a in the text,
horizontal error bars reflect 2 °C.

image scanned. Second, s~nce we expect any scan-induced effects would be independent
of temperature, the fact that the movement rate increases as a function of the temperature
according to the Arrhenius relation indicates that the scanning process does not contribute to the
movement rate. Therefore we conclude that our means of measurem.ent does not alter the
measured activation energy.

Anisotropv

Since in the Pb/Ge(l 11 )-c'2x8) system the surface reconstruction breaks the symmetry of
the bulk, the anisotropy of the. diffusion in this system was analyzed. For the high coverage
sample, we examined the relative frequency of interchanges with the seven near neighbors
shown in Fig. 2. Compiling 285 single interchanges and referring to Fig. 2, we find that 56%
are to positions I or 4, 31% to positions 2 or 3, 7% to position 5 or 7, and 6% to position 6.
Thus diffusion perpendicular to the direction indicated in Fig. 2 is constrained; the ratio
between the diffusion rate for single interchanges along the indicated direction to that
perpendicular to it was found by a Monte Carlo simulation to be 2.617]. (Note that the
existence of three differently oriented c(2x8) domains on the surface will generally mask the
role of this anisotropic diffusion in macroscopic measurements.) We observe no correlation
between the diffusion and the direction of the current flowing through the sample.
The anisotropy in the long ju nps turns out to be even more striking. On the low coverage
sample, because of the lower concentration of Pb adatorns, it was possible to study the fate of
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many of the long jumps. We assumed that the atoms made the shortest jumps consistent with
the data. Temperature did not seem to affect either the length or the fraction of jumps along the
row, so the data at all tempe:atures were taken together. Of the 183 movements which could
be definitely identified as being to one of the fourteen second-nearest neighbors (i.e., two
single interchange spacings away), 81 were to positions on the same row. That is, 44% of the
two-spacing interchanges were to 14% of the possible two-spacing-distant sites. Further, 43%
of the identifiable three-spacing interchanges and 42% the four-spacing interchanges were to
sites on the same row. Same-row sites constitute only 10% and 7% respectively of the
possible sites at that distance. If our assumption that all jumps were of the shortest possible
distance is not accurate, this fraction might actually go up somewhat.

ROW SHIFTS: THE ABACUS EFFECT

Metasmble structures and the diffusion mechanism

Subsequent to the diffusion studies discussed above, a third sample was prepared with
intermediate coverage to enable us to study the detailed mechanism of Pb diffusion. Fig. 5

Fig. 5(A).(D) show four consecuti, STM images taken at 45*C, separated by 65 seconds each. (B) and (C)
show metastable states with Pb atom * sitting on two different H3 sites. Notice the Gc adatom structure change
on both sides of the Pb atom *. The 2x2 and c(4x2) structures transform into each other through an adatom row
shift. (D) shows that the metastable state relaxes, and it also shows adatom row shifts occurring on an adatom
row diuring data acquisition (indicated by an arrow).
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shows four consecutive images of 90 x 90A taken at 45'C, separated by 65 seconds each.
Fig.5a shows a c(2x8) surface. All Pb atoms replace Ge adatoms in the c(2x8) reconstruction.
as observed in Fig. 1. We call these substitutional Pb atoms. They, like all the Ge adatoms,
sit on T4 sites. (See Fig. 6a.) However, in Fig. 5b, a Pb atom (marked with an asterisk)
shifts left to an H3 site. Also, on the same row aud to the right of the Pb atom, a string of Ge
adatoms concertedly shifts left by one primitive vector to the next T4 sites. Notice that 2x2 and
c(4x2) rows of subunit cells transform into each other by this atomic row shift, as indicated in
the figure. A model of this concerted motion is shown in Fig.6b. Fig.5c shows the same Pb
atom shifted right to another H3 site accompanied by another adatom row shift (presumably

A

c(4•2)H3 site

#§rAdatom row direction

B

* Ge adatom 0 Ge adatom before the row shitt

* Pb atom ( Pb atom before the row shift
* First-lager rest atom with a dangling bond

o First-lager atom bound to adatom

Fig.6 (A) is a simple adatom model of Ge(l I i)-c(2xb). Subunits of 2x2 and c(4x2) arc indicated by shaded
areas. Note that there are two ineqciivalent adatom sites. A substitutional Pb atom on adatom site I can hop to
three adjoining H3 sites, whereas :t can hop to only two on adatom site 2, because of the availability of rest
atom danglitg bonds. (B) shows a model for a metastable surface structural excitation. The Pb atom mocs
from a T4 site to an adjoining H3 s;te, accompanied by a cascade of Ge atom transitions along the adatom row.
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after the structure relaxed back to that in Fig.5a). The structure finally relaxes back to the
original structure in Fig.5d. This case demonstrates that there aie at least two possible
neighboring H3 sites to which the Pb atom can hop. However, we usually see only individual
excitations either like Fig.5b or like Fig.5c, then the structure relaxes. Both structures in
Fig.5b and 5c are metastable: they can last minutes at low temperatures before relaxation. We
call this phenomenon a metastable structural surface excitation. Surprisingly, it involves the
motion of very many adatoms. The length of an adatom row shift usually extends beyond our
scan area. Occasionally it terminates at a pre-existing defect or a domain boundary. We have
never observed the creation of a vacancy which might be expected from a partial row shift.
The Ge atoms appear to move as concertedly as the beads on an ahacus: when one is pushed,
they all slide together. The longest row shift we observed involves 21 Ge adatoms moving
(corresponding to 168A), and the end is still beyond our scan area.

The concerted motion of Ge adatoms may provide a clue to the mechanism of Pb diffusion
and the basis for its anisotropy. The single interchanges may occur by a concerted exchange
mechanism similar to that suggested by Pardey for bulk S$q8]. Since the exchanging atoms
must move in concert, it is not surprising that the effective attempt frequency we observe is
orders of magnitude smaller than the attempt frequency that would be expected for a one atom
process (usually taken to be about the Debye frequency) The long jumps may also occur by a
concerted exchange mechanism involving larger numbers of atoms. Clearly, the row direction
is an easy pathway for Pb atom diffusio, , and the adatom row shift can provide a mech.anism
which can explain the large anisotropy of the long jumps. The vacancy which a substitutioral
Pb atom leaves behind can propagate through a partial adatom row shift until it recombines
with the Pb atom. Likewise, az we have observed, a Pb atom trappd on an H 3 site can make a
long jump along the rcw direction, and land on a different H3 site through an adatom row
shift[61. A model is drawn in Fig.7.

Other processes involving roslaift

The phenomenon of row shifts may also play an important role in the phase transition of
(•' I 1)-c(2x8) observed betveen 200 and 3000 C. A recent hot STM study of this phase
L,,nsition observed fuzzy rows, which were ascribed to the hopping motion of the adatoms

Ge adatnm 0 Ge adatom before the jump

Pb atom Q Pb atom before the jump

Fi&.7 Model for a 1ong jump of an i13-site Pb atom along an adatom row.
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during the imaging processl4l. We believe those are the adatom row shifts we report here.
We do not observe this motion on the clean Ge(l 11) surface at temperatures betskeen 24'C and
80'C. However, the weak Pb-Ge bonding reduces the activation energy of this process so that
we can observe the atomic motions at low temperatures. On a clean Ge( 11) surface, Ge
adatom row shifts can also occur at high temperatures, for Ge adatoms then have a good
chance to hop to 113 sites by themselves. We believe Ge adatoms form rows upon cooling
from the transition temperature of c(2x8), and through appropriate row shifts the c(2x8)
reconstruction forms with occasional occurrence of three or more adatom rows in 2x2 or
c(4x2) local arrangement. This adatom row shift also represents a previously unrecognized
mechanism for atomic transport on crystal surfaces, and may explain the roughness of the steps
in STM images of this surface. Additionally, the accommodation of Ph atoms into
substitutional sites after deposition may be accomplished by this concerted shifting of Ge
adatom rows toward domain boundaries.

CONCLUSION

We are still in the early stages of developing an understanding of the fundamental
dynamical processes responsible for phase transformations, growth, and diffusion on
semiconductor surfaces. The Pb/Ge(l I1l)-c(2x8) surface has proven to be a practical system
for direct, atomic-scale study of these processes. We hope our diffusion studies, identification
of structural excited states, and observation of the formation and annihilation of these excited
states will stimulate further experimental and theoretical study of these phenomena and their
role in surface dynamics.
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M CAXI•SMS AND ENER ETICS OF SURFACE ATOMIC PROCESSES, AN
ATOM-PROBE FIELD ION MICROSCOPE STUDY

Tie: T. Tsang

institute of Physics, Academia SinicaTaipei, Taiwan, ROC

ABSTRACT

Atom-probe field ion microscopy is capable of imaging solid
surfaces with atomic resolution, and at the same time chemically
analyzing atoms selected by the observer from the atomic image.
The samples are restricted to those having a tip shape, but in
many cases this is no longer a drawback since structures in
high-tech materials are reducing in size to that comparable to
or smaller than the field ion emitter tip. This technique is
finding many applications in different areas. Our recent
applications of this technique to the study of the dynamical
behavior of surfaces and surface atoms and their mechanisms and
energetics, and the atomic scale chemical and composition
analysis will be briefly described.

INTRODUCTION

It is well known that using the field ion microscope (FIM)
the atomic structures of solid surfaces can be imaged. Using
the atom-probe FIM, not only the structures of the surfaces can
be seen, the chemical species of these atoms can be identified
by time-of-flight mass spectrometry ?Iso, or the composition of
the surface layers can be analyzed. Some of the most ardent
applications of field ion microscopy are now in materials
science. The subjects studied include defect structures,
radiation damages, precipitate structures and composition
variations, grain and phase boundary structures and impurity
segregations to these boundaries, oxidation and compound
formation, etc. Here I discuss our recent atom-probe field ion
microscope studies of the dynamical behavi-r of solid surfaces
and their mechanisms and energetics, and the chemical analysis
of solid surfaces at the true atomic scale.

ATOMIC STRUCTURES OF SOLID SURFACES

Early field ion microscope observations of surfaces prepared
by low temperature field evaporation did not detect any surface
reconstruction as concluded from studies with macroscopic
techniques such as LEED and ion scattering experiments; FIM
images were therefore viewed by some surface scientists to be
somewhat in suspect. The suspicion is compounded by the fact
that we need to apply a field of -4.5 V/A to image the surface.
Only in the 1980's, the difference between a low temperature
field evaporated surface and a thermally annealed surface was
recognized. The atomic structure of a low temperature field
evaporated surface reflects the details of how atoms are field
evaporated. For metals, field penetration depth is less than
0.2 to 0.5 A, or much less than the layer separation. Atoms are
removed from lattice steps one by one. Thus the structure of
the surface so prepared should be identical to that of the bulk,
or they should have the (lXl) structure. This is what has been

Mat. Res. Soc, Symrp. Proc, Vol. 295. '1993 Materials Research Society
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observed in the FIM. For semiconductors, the field penetration
depth is very much greater than the layer separation. Atoms can
be field evaporated from almost anywhere at the surface. Thus
the structure of a surface prepared by low temperature field
evaporation should be disordered. However, if the emitter
surface prepared by low temperature field evaporation is further
annealed to reach the thermodynamic equilibrium structure, then
the structures are found to be mostly consistent with those
derived by other techniques. In fact, FIM result was able to
help establishing the missing row (lX2) reconstruction of the Pt
and Ir {i10} surfaces as well as the quasi-hexagonal atomic
arrangement of the (1X5) reconstructed Ir {001} surface. 3 ' For
semiconductors, atomic structures of the reconstructed high
index surfaces of Si can be observed,5 but it is still very
difficult to observe atomic structures of low index surfaces
with the FIM.

The size of the facets available on a field ion emitter is
very small. In addition, the image distortion produced by the
atomic and lattice step structures of the field emitter surface
is non-linear, or it is very difficult to correct. Thus even
though the FIM can give the atomic images of solid surfaces and
in fact it has been successfully used to help solving surface
reconstructions of a few metal surfaces, it is in general not
considered a convenient microscope for studying the atomic
structures of solid surfaces, at least not for studying the
atomic and step structures of large surfaces. On the other
hand, structures in high-tech materials are getting smaller and
smaller every day. They are now comparable in size to or
smaller than the size of typical field ion emitters. As the
size of these structures gets smaller, the surface atom to bulk
atom ratio also gets larger. The stability of these surfaces
and the dynamical behavior of the surfaces as well as surface
atoms will become an important issue. It is for studying these
problems that the FIM finds its utmost usefulness.

SURFACE ATOMIC PROCESSES AND DYNAMICS OF SURFACES

The temperature of the sample in an FIM can be easily and
accurately adjusted. The surface on which an experiment can be
carried out can be prepared by either low temperature field
evaporation or by thermal annealing. The number of adatoms
deposited on a facet for an experiment can be specified
according to the design of the experiment and then be
implemented by repeated deposition and controlled field
evaporation. It is with these capabilities that the FIM finds
its great advantages in the study of the dynamical behavior of
surface atoms and surfaces. Early studies focused on surface
diffusion and atomic interactions. In surface diffusion, these
studies already establish that most adatoms diffuse on metal
surfaces by atomic hopping. The activation energies are
sensitive to the chemistry of the systems but the pre-
exponential factors are not. On some fcc {f10} surfaces, which
have a channel atomic row structure, atomic exchanges b
diffusing adatoms with channel wall atoms can occur.
Descending lattice steps can be reflective or non-reflective to
adatom diffusion depending on the chemistry of the system. When
it is reflective, the extra height of the potential barrier is
only about 0.1 to 0.2 eV. In adatom-adatom interactions, the
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interactions are very w~ak of only about one-tenth of a chemical
bond for many systems. They are long-range and usually show
small oscillatory tails of a few meV. The existence of a
repulsive region in the adatom-adatom interaction can explain
why an adlayer superstructure can be formed.

Recent FIM studies reveal that on the fairly smooth fcc (001)
surfaces such as those of Ir and rt, self-adatom-diffusion can
also occur by atomic exchanges. The adatom moves with a
substrate atom in concerted motion. For heterosystems, atomic
exchange process was considered earlier to be a mechanism for
adatom diffusion. However, we now recognize that this is not
the case. 1 0 A foreign adatom, once substituting itself into the
surface layer, can no longer migrate at the adatom diffusion
temperature. Thus for these systems, the atomic exchange will
induce a surface self diffusion instead of the diffusion of the
foreign adatom. A system exhibiting interesting behavior is
Re/Ir{001}. When the surface is heated to 220 K to 260 K with
a Re atom deposited on the Ir{001} surface, a diatomic cluster
is formed as shown in Fig. 1. A surface vacancy can be found
near the dimer when the top surface layer is gradually field
evaporated. However if the surface is further heated to over
280 K, the dimer will dissociate. The Re adatom is incorporated
into the substrate layer. This Re atom gives a slightly
brighter image than other substrate atoms when the substrate
atomic layer is reduced in size by field evaporation. Based on
these observations, it was concluded that the dimer was a Re-Ir
which sits on the vacancy formed. Our more recent theoretical
analysis using the embedded atom method and an atom-probe mass
analysis, however, find that the dimer is in fact an Ir 2, 11 not
Re-Ir. The relative positions of these atoms and the vacancy is
still under investigation.

Concerted atomic motion is not restricted to the atomic-
exchange process. One of our studies indicates that in the
(ll) to (IX2) surface reconstruction of the fcc Pt and Ir {(10}
surfaces, several atoms of the <110> atomic rows tend to "jump"
together in concerted atomic motion. 1 2 Or the atom transport in
this surface reconstruction is accomplished by breaking of the
<110> atomic rows into small fragments of several atoms and by
spreading of these atomic row fragments. Atoms in these row
fragments jump in concerted motion either by hopping along the
<110> directions or by atomic exchanges with atomic rows of the
underneath layer in the <001> directions as illustrated in
Fig. 2.

A subject of our current interest is the two-dimensional
analog of the equilibrium crystal shape, surface roughenin•
sublimation, and energetics involved in all these processes.
Although this work is only preliminary, we already find that the
equilibrium crystal shape of an Ir {001} surface layer is a
perfect square with its four sides parallel to the <110>
directions of the closely packed atomic rows. Above 420 K,
atoms will start to dissociate from the step of the layer.
Dissociation is not orderly, or atoms can dissociate from edge
sites, kink sites, ledge sites, and recessed sites, etc. with
cnmparable probabilities. In other words, the binding energies
are not pairwise additive. Thus the lattice steps are roughened
above this temperature. From the dissociation times as
functions of the temperature, we are able to derive the
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Fig. 1. (a) shows an FIM image of a nearly circular Ir (001)
surface. In (b), a Re adatom is deposited on it. By heating the
surface to 240 K for 30 s, a dimer is formed as seen in (c). From
(c) to (f), the dimer changes orientation by 90 degrees each time
it is heated to about the same temperature. If one field
evaporates the dimer and the top surface layer gradually, a vacancy
can be seen at the position near the original Re adatom. If one
heats the surface above 280 K, the dimer will dissociate. Upon
gradual field evaporation of the top surface layer, a brighter atom
is found to be substituted in the layer. From these observations
we conclude that a Re-Ir dimer-vacancy complex is formed at 240 K
and above 280 K, when the dimer dissociates, the Re atom is
incorporated into the substrate, ((g) to (i)).
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Fig. 2. (a) is a (iXI) surface layer of a Pt (001) surface.
Between two images was a pulsed heating of the surface to -400 K
by the action of a 5 ns width laser pulse. Note that atoms in a
small atomic row jump together. By spreading of the <110> atomic
rows over the terrace, the small (iX1) surface is transformed into
the missing row (1X2) structure. (d) and (e) illustrate how atoms
in the shaded part of an atomic row at the edge of the top surface
layer "jump" to the neighbor surface channel by exchanging with
atoms in the layer below.
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Fig. 3 (a) Lattice step atoms of the Ir {001} can dissociate into
terrace sites upon heating over 500 K. The average dissociation
energy is determined from a measurement of the temperature
dependence of the dissolution time of the {001} layers. It is
found to be 1.35 t 0.07 eV. (b) A similar measurement for edge (or
corner) atoms of the square-shape thermodynamics equilibrated Ir
{001} layers. Their dissociation energy is found to be 1.35 ±
0.08 ev.
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dissociation energies of some of these atoms as shown in Fig. 3.
As a consequence of this non-additivity of pair energies, hollow
clusters can be formed as shown in Fig. 4.

SURFACE CHEMICAL ANALYSIS

Atom-probe can be used to identify the chemical species of
surface atoms with single atom detection sensitivity as well as
to analyze the composition of surface layers with true atomic
layer depth resolution. As just mentioned, originally from the
images we naturally arrive at the conclusion that in the atomic
replacement of Re/Ir(001}, the dimer formed is a Re-Ir which
sits on a vacancy. Our recent atom-probe analysis, however,
finds that the dimer is in fact an Ir 2 . The Re adatom already
goes into the substrate layer between 240 to 280 K when the
dimer is formed. Again, at the present moment we do not know
the relative positions of the Ir 2 -dimer, the substitutional Re
atom and the vacancy formed.

Using the atomic layer composition analysis capability of the
atom-probe, we have established the atomic layer by atomic layer
oscillatory composition variation of the near surface layers o
Pt-Rh alloys in a surface segregation and cosegregation study.i
The oscillation is found to go as deep as the 10th atomic layer
as shown in Fig. 5. An indirect method based on a LEED
intensity analysis was able to establish such oscillation down
to the depth of only three atomic layers.15 Recent theoretical
studies conclude that for stoichiometric ordered alloys such as
Cu 3 Au or CuAu, atomic layer by atomic layer oscillatory surface
segregation can occur.11 The oscillation is believed to be
associated with order-disorder phase transformation. As Pt-Rh
alloys are random solid solutions, and neither of the alloys we
studied are stoichiometric, the atomic layer by atomic layer
oscillation we have found appears to be an effect of the surface
segregation alone rather than linked in any way to order-
disorder phase transformation.

HIGH FIELD EFFECTS AND THEIR APPLICATIONS

In field ion microscopy, image formation requires a positive
field of a few V/A. Under such a high electric field, novel
effects of the atoms can occur. These high electric field
effects include field ionization, field evaporation and field
desorption, field adsorption, field dissociation, field
association or field induced polymerization, and field gradient
induced surface diffusion, etc. Studies of these effects are
not only needed to properly operate the FIM and the atom-probe,
they are needed also to help provide valid interpretations of
FIM and atom-probe FIM data. There are interesting sciences in
these effects also. In addition, some of these effects have now
been successfully applied to develop new technologies such as
liquid metal ion sources, single atom or point ion and electron
sources, and field emission tip array image display panels, etc.

Some of the effects now being used for atomic and molecular
manipulations with the STM17 have already been studied in detail
in field ion microscopy earlier although in changing from the
FIM configuration to the close-double-electrode configuration of
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Fig. 4. (a) A hollow B-atom cluster is formed when an Ir (001)
layer is gradually dissolved by heating to -560 K. (b) A hollow
10-atom cluster.
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Fig. 5. When a Pt-Rh alloy is in thermodynamics equilibrium, the
composition of the near surface layers will vary with their depth.
Using the atom-probe FIM, we find the composition to oscillate from
one atomic layer to the next to a depth beyond the 10th atomic
layer. The top surface layer is enriched with Pt.
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the STM, some modifications of the theories are often needed.
Our recent calculations using the charge-exchange model and
realistic potentials indicate that in the STM, field evaporation
of silicon and gold will occur at a field of -1 V/A as (2-) ions
if the tip to sample separation is greater than say -~8 A, or
greater than the range of direct atomic interactions. The

much lower critical fields needed in the STM is consistent with
recent STM observations although at the present moment the
polarity favored is not consistent among different STM
experiments. In atomic manipulations with the STM, field
evaporation is used to deposit tip atoms to the sample surface,
to create holes or vacancies in the sample surface, and to
transport atoms from one location to another. In FIM, it is
used for cleaning the surface, for mass analysis, and for
reaching into the bulk of the solids. As the applied field in
the STM can reach a value required for field evaporating a
material, in principle it is also possible to utilize this
effect to remove surface layers of the sample one by one by
applying a biasing voltage between the scanning tip and the
sample in a way similar to that in field ion microscopy. The
field evaporation probably can be more easily initiated from a
lattice step as in field ion microscopy. In this way one should
be able to reach into the deep surface layers or an interface
to study their atomic arrangements and defects, etc.

FIM experiments find that a field gradient at the surface can
induce the directional motion of surface atoms. 20 Such atomic
motion can also be induced in the STM and this effect has been
used for atomic manipulations. As shown in Fig. 6(a), because
of the field variation produced by a lattice step of the emitter
surface, the polarization binding is smaller when the adatom is
located near the center of the facet than when it is near the
edge of the facet. Thus the originally horizontal surface
potential is inclined toward the edge of the facet; or the
adatom will drift from the center of the facet directly toward
the edge as seen in Fig. 6(b). In the STM configuration,
because of the geometrical asymmetry of the tip and the sample,
the field strength at a spot directly below the tip is much
higher than those spots away from the tip. The surface
potential as seen by an atom on the sample surface is now
inclined toward the center, or the adatom will drift directly
toward the spot below the tip as has been observed in an STM
experiment.

In this short paper, I have explained some of the limitations
as well as the advantages of the atom-probe FIM technique, and
describe a few of our recent studies to illustrate these points.
While the atom-probe FIM is unlikely to become a mi-roscopy of
choice for routine sample examinations, it is a powerful and
useful tool for basic research in surface and materials sciences
especially at the atomic scale.

The author would like to acknowledge many of his coworkers,
especially C.L. Chen and D.M. Ren for their contributions to
the work reported in this paper.
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Fig. 6. A: A W adatom is deposited on a W (112) surface. The
first image is taken at 78 K while the rests are taken at -270 K.
Note that at -270 K in an image field of about 4.2 V/A, the adatom
performs random walk near the center of the surface (2 to 5). Once
it moves out of the central region, it drifts continuously toward
the edge of the surface because of a field gradient produced by the
lattice step as explained in (a) to (c) of B. This directional
walk by a field gradient can also occur in the STM as illustrated
in (d) and (e) of B. The field gradient arises from the
geometrical asymmetry of the STM.
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ABSTRACT

Scanning tunneling microscopy (STM) is used to study the structure of Al-v%3xv3 domains on
the Si(1 ll)-7x7 surface and the atomic arrangement near the domain boundary. Al-v3xO3
domains grow from the lower side of the <i 12> step and extend over the Si-7x7 terrace. The
phase transition is observed to occur in units of the 7x7 size. Detailed investigation at around the
boundary reveals that faulted halves of the 7x7 unit are adjacent to the boundary on the Si-7x7
side, while on the AI--3xvS3 side, Al adatoms occupy the T4 sites except for the rows adjacent to
the phase boundaries where Al atoms occupy the Si adatom sites. The latter Al atoms play an
important role to retain the dimer structure at the boundary.

Introduction

The atomic and electronic structure of metal overlayers on semiconductor surfaces have
been widely studied to understand metal-semiconductor interfaces. Among the ordered-metal-
overlayer systems observed, the most %%ell known is the Si(Ill l)-v3x,/3R300 reconstruction
appearing at 1(3 monolayer coverage.1 4 Al is typical of those which induce the v/3x3
reconstruction. With respect to the adsorption site, two different types of symmetrical sites on
Si( I I) can be considered; one is the H, site where Al atoms adsorb above the Si atoms in the
fourth layer and the other is the T4 site located above the second layer Si atoms. Northrup
examined these two adatom models using the first-principles pseudopotential calculation of the
total energy and of the surface states dispersion,5 and concluded that the T4 model was more
favorable. Qualitative support to this assignment was later given by means of angle-resolved
ultraviolet photoelectron spectroscopy (ARUPS),6 low-energy electron diffraction (LEED), 7 k-
resolved inverse-photoemission spectroscopy (KRIPES) 8 Recently, Hamers et al. reported that
the tunneling spectroscopy measurement on the AI-v3xv'3 structure prefers assignment to the
T4 site over the H3 site.9 ,10 However, the local atomic structure at the phase boundary between
the Si-7x7 and Al-V3xv3 domains at low Al coverage has not been yet understood.

In this paper, we report STM results on coexisting areas of Si-7x7 and Al-o3xs3 and
discuss the local atomic structure at the phase boundary. It is found that the Si-7x7 structure
holds a dominant position on the upside of <112> step edges and Al-v3xv'3 structure on the
downside. This result indicats that the Al-v3xv3 domains grow from the step and extend over
the terrace, which is confirmed by the real time observation of the phase transition from Si-7x7
to Al-,v3xO3. The phase transition occurs in unit of the 7x7 site. Detailed investigation on the
phase boundary confirms that the faulted halves of the 7x7 unit cells are faced to the boundary,
on the other side, Al atoms occupy the T4 sites except adjacent rows to the boundary v% here thel
occupy the Si adatom positions. The important role of the latter Al adatoms at the St adatom
positions is discussed.

Exprcitmentai

The STM used in this study is a commercial UHV-STM (JEOL JSTM-4(KHXV)
capable of high temperature op-ration which enables us to observe the phase transition in real
time. N-type. P-doped Si(l If) with resistivity of 1-ItiQcm was used as a substrate. After
introduction into the STM chamber, the base pressure ot which is below 1.8xlt0 8Pa, the
substrate was outgassed overnight The surface was cleaned by repetitive thermal annealing at
12(XK°C for a few seconds, which yielded a large Ilat area of 7x7 reconstruction. In order to
obtain coexisting areas of 7x7 and Al-A/3xVd3. Al of less than 113 monolayer coverage was
deposited onto the substrate at room temperature followed hy annealing at 10)"C Alternatioely.

Mat. Res. Soc. Symp. Proc. Vol. 295. 11993 Malterials Research Society



60

Fig 1. S'M image showing coexisting arewa of 7x7 and ,-, .3xv'.3 structures at room
temperature (Vs ý 172 V. lav = 04 nA. 80 x 100 nni

2
) The 7x7 structure holds a

dominant position on the upside of step edges and ti.e v~v'3 structure on the
downside

Al was deposited onto the heated substrate at 55)oC. In order to observe the phase trasition, Al
was deposited onto the heated substrate at 6220C. STM measurements were performed after
cooling the sample down to room temperature or during heating the satple. An electrolytically
polished tungsten tip was used to prove tunneling current.

Results and Discussion

Figure I shows a 80xlfX)nm 2 image taken after annealing at 580i)C. The sample bias is
1.72V and the average tunn'.ling current ( fav ) is 0-4tA Si-7x7 and Al-.3xv'3 domains coexist
on each terrace with atorilc steps along the <1 IC0> direction, It is noted that the 7x7 domain is
situ, 'ed on the upside if the step edges and the v'3xv5 d(omain on the downside The v3xV3
domain does not exist a, islands on the terrace but contacts step edges

The same spatial distribution of the 5%v3 l and 7x7 domains was observed not only on
the surface prepared by depositing Al of less than 1/3 ML onto a heated substrate, but on the
surface deoosited by a few monolayers of Al onto the substrate followed by annealing In the
tAtter case the coexisted area is considered to be formed by desorption o1 AI atoms from the Al-
v3xv3 surface These facts indicate that the step sites play an important tole to form the 03xv3
domain on the 7x7 surfaces or vice versa The Al-vN3xV3 domain grows from the dow, nside sites
of steps to take over the 7x7 terrace and AI atoms desorb from the upside sites of steps

To confirm the above speculation real time observation of phase transition (P'T) is
performed. Figure 2 shows sequential STM images at 6220C The elapsed time from the first
step of Fig.2(a) is indicated in each STM image. It takes 9 seconds to obtain one picture One
recognizes that Al-,3xv'3 domain expands over the Si-7x7 domain, and sciituall) the 7x7
domain disappears after 183 seconds. A closer investi'ation reveals that (1) PT occurs in unit
of the 7x7 size. (2) PT initiates at the position far away from the step edge (-P'). and expands
towards the step edge as clearly seen in Fig.2(a)-(c). In Fig 2(d) one row of the 7x7 unit cell
disappears perfectly. (3) Fluctuation between the two phases is observed on the position "P" in
Fig(e)-(f). Figure 3 shows the number of the 7x7 unit cell untransformed into v'3xvC) domain
as a function of pass time. The numbei decreased almost linearly, and the transition rate is
estimated to be 0.47unt cell/second, independent 4 the site of the 7x7 domain A further
analysis is underway.
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Figure 4(a) shoss s a high-temperature (tNO) i''C) STM imrage ot a phase h,ýunaiidi
be!t%%een the Si-7x7 and AI-sIxv) The upper and to%%er parts of the figure represent the 7

's7
and Al-0N0s domains. respectivcI5 Figure 4(ht) shimss a schematic siess tit atomic pi-i1iiin'
obsers ed in a part of' Fig 4(a), in s hich Al positions based on the T4 (indicated b's trianelci and
Hi (square) models arc superimp~osedl On thc St-7\7 side, the faulted sites are iibsernd -! lac,
the boundar's This is duc to the [act that more energy is neccssar ito form the 0\0ss atomic
arrangement in the laulted site which contains thc stacking fault layer than on thc unlaulted uie,
since in oirder to form the sixsv3 atomic arrangement, the stacking fault should be rearranged
The observecd At adsorpttion sites, indicated by closed circles, aire in goodi agreement \%tth the T4
sites except Ibr those adjacent to the boundary The AL adatomns adjacent to the buiundars are
liiund it)ocucupy not the T4 sites but the Si adatiim positions uil the 7\7 unit cell The tirnier and
the latter Al atoms are referred to "N" and "A" atoms hereafter In order to understand \N bs the
"A" atoms appear at the boundary, a ciimparison is carried out bc\etscni the buiundar\ structure
based on the atomic arrangement uibscrsed cxperimcntall\ (mudcl a) and the reference structure
s% here all Al atims adsorb on the T.4 sites (model b) Figure 5 shock % schemnatics ot boinding
configurations of modlel a and b. The 707 unfaulted halt site and the V0xs3 Unit cell arc drawAn
by the siilid lines for relerence In the moidel a, three bonds fromr "A" atom (hatched circle) are
ciimpleied by bonding three Si atoms underneath for simplicit% In the 21 times peruuxlicit\
aliing the <1 Ii)> direction indicated b's dashed line. the number 0It dangling bonds, io Si and Al
in the model a is It0 and 6, \shile in the modiel b that is 12 and 2. respectisel\ Judging from the
total number oif the dangling bond, the model a seems energcticall'. less ta\iirablc: [heret~it, the
difference in the cuinliguration ofl Al dangling bonds should be taken into account AM dangling
bonds appear at the nearest sites ot the "A" atomrs in the modef1 a. while the\ are licated at the
boundary in the model b In the model a the Al dangling bond of- 'N" can be shared "uth the
nearest Si atom tkhich bonds to an "A" atoini %%hile in the model b it %iould be implausible
because a; ailable Si atoms are licated at the next nearest lxos"ons In addition, the more Si
dangling bonds are situated at the boundary. the less stable the utmer structure at the buiindars'becomes; Therefore, Al adatoms lasor the Si adatuim positions at the boundary When the dinmei
ro%% is broken and the stacking tault layer is rearranged, the Al dontain c~an extend oser the
unlaulted site and pass ea~silý (in an adjacent unfaulted site until it re~aches a phase tssundaiN
xuth a faulted site T hus. ihe "A" atomns should exist at the domain boundlar-, to stabili/e ihc Si
domain
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Conclusions

The high-temperature STNM observation (if the domain distribution oil the '\l-N3 \%3
stnlecturc on Sill 1100 l7 after adsorption or dcsorption (of Al demonstrates, that the 0~\0
domains formis at thc downside of step edges and extend m cr the 7N7 tel-race, and desorhs at the
upside of thc step edges to form Si-7x7 The real time obsenation of the phase transition rcscals
that thc transition from At-v3x,/3 to Si-7'x7 occurs itoards the step edge in units, ot the 7\~7
si/c Close SIM images, at around the domain houndars betxiccn the Si-7X7 and AI-V3\V3
re% cal that the faulted sites of thc 707 unit cell% are faced ito the boundarN and that Al adatom%
are found to occup) the T4 site except for those adjacent ito the boundarx. %% hen Al adatoms are
situated on the Si adatomn jpstionsý (it the 7x7 unit cell The latter Al atoms hate an imporant
role to presci-xe dimcr rowsi toasabili/e keeping the domain Noundar-.

Thc authoirs arc grateful to A Ka%%aiu and H Sakama oitf the Fnicrs.iiN of Tokso for
valuable comments
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GROWTH AND SURFACE MORPHOLOGY OF THIN SILICON FILMS USING
AN ATOMIC FORCE MICROSCOPE

RAMA I. HEGDE, MARK A. CHONKO AND PHILIP J. TOBIN
Advanced Products Research and Development Laboratory,
Motorola, Inc., Austin, Texas 78721

ABSTRACT

The growth and surface morphology of thin LPCVD silicon films were investigated with an
atomic force microscope (AFM). Silicon films of 30 nm thicknesses were deposited on SiO2
using SiH4 at four different temperatures between 550 oC and 625 oC. These AFM results
permitted visualization of silicon surface granularity, roughness, and the transition with
temperature from amorphous to crystalline structure between 550 °C and 580 oC. The surface
of the amorphous film deposited at 550 OC is very smooth and the film is continuous physically,
while the film formed at 580 °C appears crystalline, rough and porous. At 600 oC and 625 oC
the films are fully crystalline. For these higher temperature films surface roughness and the
average grain size decreased significantly compared to 580 oC film. Crystallinity and film
continuity were further examined by x-ray diffraction (XRD) and cross-sectional TEM
measurements.

INTRODUCTION

Silicon films are used in semiconductor technology for MOS gates, bipolar emitter and base
contacts, trench refill, elevated source/drain structures, solid diffusion sources for shallow
junction formation, and the active material for thin film transistors [I - 61. A very thin (= 50
nm) Si film called "Poly A" is used as the bottom layer of a split gate to protect the gate oxide
during implantation prior to the top layer, "Poly B" deposition. Of key importance in the
production of thin silicon films are thickness uniformity, continuity, surface topography and
grain size distribution. Several studies of the structure, morphology, and electrical properties of
LPCVD silicon films have been reported [I - 6]. Here we report the application of an atomic
force microscope (AFM ) to study growth and surface morphology of thin LPCVD Si layers.

EXPERIMENTS

Silicon films of = 30 nm thicknesses were deposited on SiO2 by LPCVD using SiH4 at
550 oC, 580 oC, 600 oC and 625 oc. The deposition pressure was between 200 and 250
mTorr. The morphology of these thin silicon films were investigated with an atomic force
microscope (AFM). X-ray diffraction (XRD) and cross-sectional TEM were employed to
evaluate the crystallinity, micro structure and continuity.

RESULTS AND DISCUSSION

Three dimensional AFM images of 30 nm silicon films formed at 550 oc, 580 1C, 600 Oc
and 625 oC are shown in Figures IA - ID. The AFM tip scanned an area of I jam X I Am in
each case. The silicon film deposited at 550 0 C is amorphous. However, a few isolated grains
are seen on the amorphous Si film which are difficult to identify by methods such as TEM or

Mat. Rec. Soc. Symp. Proc. Vol. 295- 1993 Materials Research Society
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XRD (see below). At 580 °C the film appears crystalline with a bimodal grain size distribution,
while the films deposited at 600 oC and 625 oC films are fully crystalline with more uniform
grains. The 580 °C film exhibited an average grain size of 100 nm for the larger grains, while
the 600 oC and 625 oC films have an average grain size of 60 nm. These data are shown in
Figure 2.

The Rrms (root mean square) surface roughness as a function of deposition temperature is
shown in Figure 3. The Rrms roughness of the amorphous film is < 0.5 nm. For the
crystalline films deposited at 600 °C and 625 °C, the Rrms roughness is 1.1 nm which is less
than 4% of the total film thickness. The roughest surface occurs for the 580 °C film where the
Rrms value is about 12% of the thickness. Figure 3 also shows Zrange (peak-to-valley) surface
roughness of the silicon films as a function of deposition temperature. The Zrange surface
roughness of the amorphous Si film was < 2 nm while the value was 29 nm for the crystalline Si
film deposited at 580 oC. The latter value is about 100% of the total film thickness. The
Zrange value for the 600 oC film decreased substantially from 29 nm to 12 nm. For the
crystalline Si film deposited at 625 °C the Zrange value was I I nm which is about 40% of the
total film thickness. This led us to question the accuracy of the optical thickness. Film
uniformity and continuity of the deposited Si films was therefore further investigated by cross-
sectional TEM.

The cross-sectional TEM images of the silicon films deposited at 550 oC and 625 oC are
shown in Figures 4A and 4B, respectively. The film deposited at 550 OC presented no evidence
of crystallinity. On the other hand, the film deposited at 625 oC exhibited a polycrystalline
columnar structure. The average grain dimension by TEM is in the range of - 40 nm for the
film deposited at 625 0 C. Both silicon films look continuous and the thickness of both f'dms is
similar and in agreement with the optical thickness. The surface of the polycrystalline Si film is
rougher than the amorphous film in agreement with the AFM data. The Zrange surface
roughness obtained from Figure 4B is about 13% of the total film thickness compared with the
AFM value of 40%. We believe this difference is due to the smaller scanned area in the TEM
case.

The crystallinity and orientation of the films were further examined by XRD
measurements as well. The XRD patterns of silicon films deposited at 550 0 C and 625 OC are
shown in Figures 5A and 5B, respectively. The film deposited at 550 °C is amorphous as
evident from no XRD line intensities. However, at 625 oC the film is polycrystalline with all
three prominent reflections from the (111), (220) and (311) planes observed. Note the fact that
the few grains observed by AFM on the amorphous film deposited at 550 oC do not give
sufficient diffracted intensity to be detected. No preferred orientation was apparent from the
XRD data for the film deposited at 625 oC.

Poly A films in production must have good thickness uniformity, continuity, smooth
surface topography and uniform grain size so that quality of these thin silicon films will be
improved to guarantee device performance and reliability as well as production yield. At first, it
is important to realize that the quality of these thin films is reflected in their surface topography as
shown in Figures IA - ID. At 550 oC the deposition rate is higher than the crystallization rate
which results in the amorphous film. At temperatures of 580 0 C, 600 oC and 625 °C the films
grow crystalline. Furthermore, a large grain size can be obtained when the nucleation rate is low
and the growth rate is high [41. The higher deposition temperature gives rise to an increased
nucleation rate which explains the smaller grain size for 600 °C and 625 °C films compared to
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580 oC. As shown in Figure 2, the average Si grains are much larger than the film thickness
and grains will grow perpendicular to the surface forming two dimensional columnar grain
growth.

The surface of the amorphous film is very smooth and the film is continuous physically.
The Zrange (peak-to-valley) surface roughness of the crystalline film deposited at 580 oc is
about 100-% of the total film thickness. This indicates that the film is porous, due to coarsernucleation, which is readily apparent in Figure lB. The porous silicon film consists of

numerous micro voids on the surface while still maintaining a crystalline structure. The porous
silicon may provide a direct path for cleaning solutions to the underlying gate oxide and hence

can short capacitors fabricated using 580 oC Si films [3]. The amorphous films form
uniformly, there is no pathway for the etching exists and the gate oxide is protected. For these
higher temperature films the surface roughness values (both Rrms and Zrange) decreased
significantly. This indicates that higher temperatures (600 oC and 625 DC) Si films are much
smoother allowing the micro voids to be filled. The AFM images have shown that the average
grain size of Si decreases with increasing deposition temperatures. This may be a potential
explanation for the smooth surface morphology of the films deposited at higher temperatures.
However, the 580 °C film has bimodal grain size distribution without columnar growth. Thus
the surface morphology of 580 °C film can not be explained on the basis of grain size theory
alone.

CONCLUSIONS

The growth and surface morphology of thin silicon films used as "Poly A" in MOS
capacitors were investigated with an AFM. Silicon films of 30 nm thicknesses were deposited
on SiO 2 by LPCVD using SiH4 at four different temperatures between 550 °C and 625 °C.
These AFM results permitted direct visualization of grain size, surface roughness, and the
transition from the amorphous to the crystalline form with temperature. The transition
deposition temperature from amorphous to polycrystalline silicon is between 550 oC to 580 oC.
The silicon film deposited at 550 oC is amorphous, very smooth and the film is continuous
physically. The films deposited at 580 °C and above are crystalline. The 580 DC film has the
largest grains and is the roughest and porous.
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SOLVING INTERFACE STRUCTURES BY COMBINED ELECTRON
MICROSCOPY AND X-RAY DIFFRACTION

A. BOURRET and G. FEUILLET
lNpartement de Recherche Fondamentale sur la Mati~re Condensde
Centre d'Etudes Nuclaires de Grenoble - 85 X - 38041 GRENOBLE Cedex, FRANCE

ABSTRACT

By a combination of high resolution imaging (HREM) and grazing incidence X-ray scattering
(GIXS), periodic interfaces with large unit cell can be solved at an atomic scale. The
advantage of recording information in the real space is that phases are directly encoded in the
image. On the other hand the X-ray diffraction gives quantitative information at a resolution
level better than with HREM. This combined analysis is illustrated on GaAs (001)-CdTe
(11) and on GaAs(001)-GaSb(001) interfaces. In both cases the structure at the interface is
obtained and some mechanisms for the strain relaxation at heterostructures with large misfit
are proposed.

INTRODUCTION

Solving the interface structure in heterostructures is a very important issue for technological
reasons as well as for a better understanding of the relaxation phenomena at interfaces with
large misfit. The desire to grow heterostructures with large lattice parameter mismatch (Ge on
Si or GaAs on Si) for use in high-performance optoelectronic devices has recently driven
much attention to the creation mechanism of dislocations in order to produce good
performance devices [ 11. Two ways are clearly possible for producing defect free epilayers :
either inhibiting the diklocation nucleation and/or propagation, or creating a well defined
dislocation lattice confined to the interface. The second approach could produce completely
relaxed structures and is the only possible way for very large misfit (> 7 %) [2-31 or for very
slow growth. In this case the classical Van der Merwe approach 141 would imply a critical
thickness for the formation of an incoherent interface of the order of one or two monolayers.
Therefore dislocations have to be formed at the interface at a very early stage if the growth
mechanism is purely two dimensional. In fact most of these systems grow through the
formation of islands as shown for medium range misfit (4 %) as for the Ge-Si (100) and
GaAs-Si (001) systems 15-6]. The Stranski-Krastanov mechanism involving an intermediate
2D-layer has been proposed as a possible transition between the 2D and the 3D growth.
However it is difficult to understand i) the atomic mechanism which enables to introduce
more or less regularly spaced interfacial dislocations even with an intermediate layer and ii)
what is the real structure of this intermediate layer.

On a different class of material, potential applications of II-VI compounds in optoelectronics
have also driven an extensive and generally successful effort to grow CdTe, CdMnTe, ZnTe,
ZnSe, ZnS [71 on various substrates including GaAs (001). In most cases strong chemical
bonding is likely to occur between the substrate and the epilayer inducing an epitaxial growth.
The lattice mismatch should be small and the crystallographic sym.netry should be preserved
for a coherent growth. However none of these two conditions are satisfied in several cases
known to grow pseudo-epitaxially. A typical case is the growth of (11) oriented CdTe on
GaAs (001) substrate [81. CdTe (I 1t) has a 0.7 % misfit along <110> direction and 14.6 %
along <1-10>. The physical reasons for this pseudo-epitaxy are not well understood. Several
ideas have been suggested : the formation of an ordered precursor when selected absorption
sites are occupied during the initial growth J91, or the formation of an intermediate layer with
intermixed species [ 101, or the formation of a definite compound [I l ]. Testing experimentally
these different models is not straightforward. Most of the surface techniques which describe
the precursors at submonolayer level are not applicable to buried interfaces except with high
energy particles by diffraction or imaging. Among these, high energy electrons and hard X-
rays are the most promising. The high resolution electron microscopy (HREM) technique has
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already been extensively employed at interfaces and its characteristics are now well
est..blished. On the other hand the grazing incidence X-ray scattering (GIXS) has been
applied to a limited number of cases for interfaces but is now a well established technique for
surfaces [ 12].
The complementary character of the imaging and diffraction techniques can be appreciated by
considering the advantages and limiting factors of both.

THE HREM TECHNIQUE

Foremost about the HREM technique is its ability to give direct measurements of the
respective atomic position and registry across the interface. The "phase" lost in any
diffraction experiment is encoded in the image intensity. From a quantitative comparison
between experimental and simulated images, the atomic position of individual atomic columns
is directly deduced [131 with a resolution limit around 2 A when atomic columns are
individually resolved. In addition periodicities and the existence of variants could be checked
and moreover the HREM technique is not limited to periodic objects. The rigid body
translation (RBT) between the two structures across an hetero-interface is directly
measurable : the resolution is then one order of magnitude better than the resolution limit.
Finally the recently developed chemical analysis enables to determine the chemical content of
individual atomic column when the atomic species are already known 1141.
These progresses in the quantitative interpretation of the image intensity have given to the
HREM the ability to resolve crystallographic structures in specific cases.
On the other hand HREM suffers from several drawbacks : i) very few zone axes are
available for imaging all individual columns. In particular along the commonly used <110>
and <112> zone axes in semiconductors only atomic column pairs are resolved, ii) a 3D
object is reduced to a 2D image by a complex non linear transformation which can be reduced
to a projection only for weak phase object iii) as a consequence of the "projection", the
relaxation strain field should be independent of the position along the observation axis. As a
consequence the interface has to be observed in a cross sectional view and at least two
viewing axes are necessary in order to extract 2D information at the interface (figure 1). The
condition iii) is not fulfilled for a 2D dislocation array resulting from a lattice mismatch in
more than one direction at an interface.

Unit cell of the
Plan view interface

Cross section 1

Cross section 2

Figure 1: Scheme of the geometry employed for preparing thin foil for electron

microscopy. The interface can b: viewed either in plan view or in cross sections

THE GIXS TECHNIQUE

If the atomic relaxation is periodic the GIXS method is available and has great advantages.
By contrast to the HREM the GIXS technique has a much better resolution. In the case of a
reconstructed buried interface four kinds of reflections are present coming respectively from
the substrate, the epilayer, the truncation rods and from the interface reconstruction. Those



73

later reflections are specific to the interfacial structure and easily measured in the in-plane
diffraction g-ometry. Information down to better than 0.5 A is often available, and gives the
projected structure of the relaxation on the interface plane. This information is easily

quantified with appropriate detectors. Above all, the interaction of X-rays with the thin layer
associated with the interface is kinematic. As a consequence, structures can be refined using
quantitative criteria to approach the real structure. Out-of-plane measurements along the
superlattice rods give the relaxation perpendicular to the interface but could be often limited in
resolution for experimental reasons (due to the limited exit angle of X-ray scattering at
beryllium windows). Moreover the number of observable superlattice reflections is limited
due to their small intensity compared to the background. As a consequence the choice of the
initial structure to start the refinement calculation is of prime importance and is often very
difficult when the number of atoms contained in the interface unit cell is large.

Unit cell of the

Incident X-ray Scattered X-ray

Q_L( out-or-plane

( in-plane

Figure 2 : Scheme of the geometry employed in the grazing incidence X-ray
scattering technique in order to study buried interface. Scattering by an interface
supercell gives extra peaks or satellites in addition to the substrate or epilayer
peaks.

Experiments are performed on beam-line X-16 A at the NSLS using GIXS with a specially
designed ultrahigh vacuum chamber mounted on a five-circle goniometer stage 1151. The
specimens prepared in the same conditions as for HREM, are vertically positioned so that the
scattering vector is in the vertical plane. Most of the scans are measured at fixed incident
angle, 0.25 to 0.3', which corresponds to 1 to 1.2 times the critical angle. Integrated
intensities of the individual peaks as measured during a rocking 0-scan are corrected for the
variation of the area seen by the detector and for the Lorentz factor. No polarization
corrections are necessary for in-plane diffraction in our specific geometry. The in-plane
diffraction intensities are recorded on several samples and aszraged on several symmetry
equivalent reflections. In-plane as well as out-of-plane (figure 2) intensities are measured at
each individual diffraction peaks.

HOW TO COMBINE IlREM AND GIXS

The previous comparison suggests a practical route to solve the interface structure. Electron
microscopy provides the defect content at the interfaces, the periodic or non periodic character
of the relaxation, and atomic images from which the defect character is generally deduced.
Therefore in favorable cases, HREM provides, from two cross sectional views, a first trial
structure with a resolution limited to 2 A in 3D space. In particular, it defines the nunber of
layers involved in the relaxation at the interface and gives the rigid body translation (RIIT)
components in each cross sectional view. In addition it provides the number of atom
concerned in each layer, a parameter which is difficult to find in large unit cells by diffraction
experiment. We then refine the projected structure using the in-plane X-ray diffraction data
with several combinations of atom types compatible with some a-priori information or other
experimental techniques. The Rutherford back-scattering gives for instance the crystal
polarity of the heterostrumture in polar crystals. Depending on the collected data we can either
test different models suggested by electron microscopy or, after selecting among the different
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trial structures, the refinement process can start. The residual factor (R-factor) or the chi-
square value is minimized as a function of the atomic coordinates and eventually the Debye-
Waller factors. As a final step, we computer simulate HREM images and adjust the relaxation
perpendicular to the interface until a good fit is obtained with the experimental images. This
gives, in principle, a 3D description of the interface structure.

THE LONG RANGE STRAIN FIELD NEAR AN INTERFACE

We have shown in previous reports that GIXS from GaSb-GaAs (001) interfaces (7.8 %
misfit) gives support to an intermediate layer but in a new sense the interface is slightly
corrugated. [10]. Briefly summarized the experiment was as follows:

The epitaxial layer of (001) GaSb (miscut angle < 1'5) is grown ex-situ at 470 'C by
molecular-beam epitaxy (MBE) on (001) GaAs substrate. In-plane transmission electron
microscopy reveals the presence of an island growth mode with a well ordered square array
of pure edge dislocations (Lomer type) along the two <110> at the substrate-island interface
131. The unit cell is square with a 50 A periodicity as demonstrated in plan view (figure 3).
HREM was also performed on cross sections aofthe same systems by Ichinose 1161 along the
zl 10> axes and confirmed the presence of Lomer dislocations. These images were matched
to the calculated dislocation strain field [ 171 and gave a crude agreement to the experimental
atomic positions at long distances from the dislocation core. In fact the first set of dislocations
is observed end-on but is blurred by the second set of dislocations running parallel to the thin
foil, although a bending of the interface seems present. Indeed the relaxation is not limited
along the obervation axis and any quantitative interpretation is not justified. This is where the
X-ray scattering measurements could help.

oeN100 nm

Figure 3 : Electron micrograph of the interface betwecn GaAs(100) and
GaSb( obtained in plane view (220 dark field) Nominal thickness 240 ,A
Note the periodic array of dislocations at the interface along <110> directions.
(courtesy A. Rocher )

In the vicinity of the main peaks of the substrate and of the epilayers several regularly spaced
satellites are present. We deduce that i) the epitaxy is perfect within + 0.02' and the residual
strain of the epilayer is limited to about 0.3 %, therefore most of the misfit is accomodated
through dislocations, ii) the satellites are present around any substrate and epilayer peak and
are coming from the diffraction on a periodic square array of dislocations with a four-
fold symmetry. The dislocation spacing measured using transmission electron microscopy
agrees with the distance between satellites and to the calculated distance between Lomer
dislocations, d, as given by d = 0.5 al a2/(al - a2) where al is the lattice parameter of the
epilayer (GaSb) and a2 the lattice parameter of the substrate (GaAs).
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This distance is 58 + 2 A and corresponds to a quasi-periodic interface structure which could
be approximated by a mixture of V7 (14 x 14) and 17 (15 x 15) super-cell. At each satellite,
the out-of-plane scattering along the rods perpendicular to the interface describes the atomic
relaxation on each side of the interface (figure 4). The diffraction by an interfacial dislocation
grid is compicA : the entire strain field produced by the interfacial defects extends at distances
of the ordcr of the supercell period and extracting the entire atomic structure is not possible
with so few satellitr!s. As a consequence the data analysis is limited to the determination of
few overall but relevant parameters : the exact location of the interface relative to the
dislocation core and the presence ot a non-planar interface.

80
* atel-ite- A m atellite C

o Satellite o Satellite D

60

40-
+ 4o a!, *

20
o

0 0.1 0.2 0.3 0.4 0.5 Out of plane component, L

Figure 4 : Comparison between measured (GIXS) and calculated intensity at
satellites due to the periodic relaxation at the GaAs-GaSb interface. The four
satellites were measured around the 440 peak of the substrate B, C D being
located between the GaAs and GaSb peaks. Modelling is performed with a
corrugated interface and three layers of GaAs protruding in the GaSb epilayer.

The rational choice of trial structures is the major step and has been carried out in two ways,
The first non-parameterized approach is to calculate the atomic displacements d!,- to a 2D
periodic array of dislocations through elasticity theory. The elastic displacement field at an
incoherent interface has been calculated by Van der Merwe 1181 and with more appropriate
boundary conditions by Bonnet [191. Analytical expressions are available for periodic
dislocation networks in the isotropic case with the dislocation at the interface plane. The
second approach is to computer relax a given structure by energy minimization 'ising an
appropriate interatomic potential. In view of the large number of atoms involved (15,000),
the simplest empirical potential has, Lcun chosen : the Keating potential. Among the large
variety of interface shape and chemical profile we select three classes : i) those containing a
planar abrupt interface located at a variable distance from the dislocation core, it) a uniform
interdiffused interface with Sb and As atom exchanges and an error function profile. X, I
corrugated interface defined by h and w respectively the height and width of the corrugation.
As the Keating potential reflects the strain energy b.,t not the chemical or electronic
rearrangement at the interface, the minimum energy criterion has to be taken with caution in
comparing trial models. Consequentd", any model having an interfacial energy differing up to
30 % from the lowest energy configuration has been considered as a pussible trial structure.
This is the best way to rationalize the choice.

The intensity of the four satellites A-D around the 440 peaks, F2 (L), was calculated and
fitted simultaneously to the four experimental curves using the chi-square minimum criterion
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(figure 4). We conclude that i) the corrugated structures in particular those containing 2 to 4
atomic layers of GaAs protruding in the GaSb epilayer give a good fit with a low chi-square
value, ii) all planar configurations give higher chi-square values ( 3 or more) , iii) uniform
interdiffusion does not improve the fit. It is worthwhile to note that the corrugated
configuration giving the best fit (figure 5) have strain energies comparable -o the lowest
energy found for plana: structures with disk!cation core at two atomic planes from the
interface.

Ga o a..oo~T

Sb 0 0 0 a,. o o o 00 0 0

Corrugatedinterface 0 0 . 000 0

a0 0 0 0oo a 0 a 0

AS0-, °! ,

Figure 5 The relaxed interfacial structure of GaAs-GaSb(001) as calculated
for a corrugated interface by energy minimization using a Keating potential. A
section of one unit ccll of the interface is drawn at equal distance from two
dislocations.

In this example the complementary nature of -IREM and GIXS has been exploited. In
particular one of the main limitation of the HREM in the case of a 2D array of defects has
been overcome. Unfortunately the unit cell size is so large that all atomic coordinates are not
available. This is not the case in the following example.

ATOMIC RESOLUTION AT AN INCOHERENT INTERFACE

Few interfaces exhibit superstructures with large unit cells in only one direction. This limits
the number of atoms involved and the structure is more tractable with X-ray diffraction. This
is the case for the GaAs(001)-CdTe(' '1) interface. GaAs (001) surface is stabilized in Ga-
rich conditions forming a c(8x2) strtmt,ire which is known to be one of the precursor of CdTe
(I11) growth [81. A nominal 1(A layer of CdTe is grown on this surface by molecular beam
epitaxy 4t 520 C. This layer is protected ' y evaporation of a Te c:ip layer deposited at room
temperature. We first describe the result, obtained by HREM (figure 6). In the I1-101 cross
section (figure 6b) the interface ý,ppears planar and mostly coherent with no apparent
supercell visible, the RBT in the 116i1 direction is measured to be clo.,e to zero, and most of
the relaxation should occur aLong the c(bservation axis as the image appears very regular and
undisturbed at the interface. In contrast on a I 1101 cross section (figure 6a), the interface is
incoherer.• .,ith a periodic arrangement involving four and five GaAs unit cells, the relaxation
is directly visible at the interface with grouping of white dots by pairs. Perpendicular to the
interface, it is clear that approximately four atomic layers are involved in the relaxation : two
layers are sligHlmy relaxed away from the CdTe (I 1) atomic sites and two layers are close to
the GaAs (001) sites. At this point we canno, disting-iish the chemical species. However the
stacking sequence imaged by HREM combined with the crystal polarity measured b:,
Rutherford Back Scattering 1201, gives the following sequence for the four layers : I/Ga in
001 sites, 2/ As ,n 001 -ites , 3/ Cd in I I I sites, 4/ Te in I ll sites. It is not excluded that
layer 2/or 3/ he replaced by another chemical species provided they are respectively close to
(X)l and 11: sites and with the same number of atoms, respectively 18 and 16 per unit cell for
(X)I and IIl sites.
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EXPERIMNTAL
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(C) I (d)) ý
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Figure 6 Lattice imagge of a GaAsiOO I )-Cd'Ie(I IlI) interface along iss o
perpendicular viewing axes. The atomic colufin pairs are encoded in white dots
in a) and black dots in b). Calculated images c) and ii) are computer Nimulated
and compared to the experimental Imiages using the atomic positions deduced
from GIXS.

The results obtained by X-ray diffraction are as follows (figure 7). The hulk reflections from
the epilayer show that a residual strain of 2 % in the I I- 101~ direction is still present. In
addition the in- plane diffraction pattern contains Superlattice reflections clearly coming front
the buried GaAs-CdTe interface. We observe them independently of the surface state (with or
witho)ut the cap layer) and the integrated inttensities along the superlatince rod,. decrease with
the OLut-Of-plane component, L. This decrease is compatible with a relaxation of three to four
atomic lavers at the interface hut not with a truncation rod. These two ohservratiotis potnt at anl
interfacial supercell and not to a purely Surface reconstruction. All observed superlattice
reflections tx-lottg to a 1( 2o9) uttit cell. ThRe nine tunits along I I - 10)1 direction are conipathibl
with the H-REM images. The two units alongý 110(1 are not evidenced by I IREM from Ashich
we deduce that the cell has a glide s\mmretry element along tile bhs~ervloion axis le. [11011
Among the 312 superlattice reflect ions which were lookted for and mecasured, only 201
independent reflections give well defined and mneasurable peaks with a dynamic (if 7(0:1. All
others ar'- below the background intensity which origi nate s mostly fron tile amnorphous" cap
laser. I lowever the measured backgroundJ is uised to evaluate ant upper limift of- thle structure
Factor. Fu at this reflection. Ibis value is incorporated in tile cain. lai~tio of the IFresidu
factor, R defined &,

swhere T(- "1 = F;G otis, at the 21) nicasurable superlatnicke reflection,,. 11. and RI(, - I1 tat all
other reflections of thle ;'2(2,(')) Siiperl-nntc- 1:G'call and If:(; of)- are R!eJp ICtINe th10
calculated and observed structure factors at the a~perlattice reflection (;
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Figure 7 In-plane diffraction pattern obtained by GIXS. The diameter nf each individual
superlatice reflection is proportional to its amplitude.

We first start with trial combinations of three unrelaxed layers with atomF, at (M)I) sites
and/or (111) sites assuming a RBT along [ 1101 equal to zero. The R-factor ranges from 2 to
4 and the best combination involves three layers respectively 2/ As in (XI -sites. 3/Ga or Cd
in I ll sites and 4/ Te in I Il sites. No improvement is obtained by the addition of other
layers on either side of the interface. The R-factor is drastically reduced to 0.33 by moving
the As atoms off their perfect crystal position in order to form dimers with alternate
translation along 11-101 at y=0 and y=0.5. This creates the apparent pairing observed by
HREM. The atom type of layer 3/is then adjusted and found to be Ga (R=0.33) rather than
Cd (R=0.63). Further refinement is made with the conjugate gradient method with the x and
y coordinates of each atom as parameters. down to R= 6.6 %. Although the number of
parameters greatly exceocds the number of measured peaks, the R-factor definition incoporates
the additional information on the upper value obtained for the smallest reflections.

Two tests give us confidence on the reliability of the procedure : i) atomic relaxations along
[ 1101 remain negligible as observed by FHREM, and ii) the refinement procedure, applied to
other structures, gives always a larger R-factor, for instance R- 10.4 '/ if Ga is replaced by
Cd. Going back to the direct space image we refine the structure perpendicular to the interface
(z direction). We obtain a good fit between the experimental and simulated images (figure 6)
for the following z values : layer 2/, 3/and 4/are respectively at z-O, I .4A, 2.33A. The final
coordinates of each atom are employed ii the perspective view of figure 8. From the data it is
easy to deduce the first nearest neighbor distances and the local atomic coordination.

The main features of this interface structure are as follows : iThe last layer related to the
original GaAs ((XM)I) planes is an arsenic layer with rejaxation along I11 101 and fomation of a
zig-zag chain. Every 4 or 5 unit cells those chains are in antiphase position with local
formation of dimers, ii) The last substrate layer contains Ga atems close to the CdTe Il l
sites, iii) The interface is composed of large regions with relatively uniform structural units
separated by two "dislocations" lines per period associated with the As dimers, Successise
dislocation core structure along I I-101 are shifted by half a period, iv) Most of the 6a atoms"
in layer 3/ are five-fild cwordinated.
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Figure 8 : Two perspective views at right angle of the GaAs(00)1)-CdTe(l 1)interface as determined after refinement with the X-ray data. The supercell is
7.99 A x 35.9 A/

IMPLICATIONS ON ToE ROWTIt PROCESS

Two different ways of relaxing the strains at large misfit interfaces have been evidenced
producing a periodic square array of dislocations and forming a reconstructed large unit cell.

In the first case the existence of a non-planar and periodic interface has several implications.The misfit dislocations which are associated with a protrusion (2 or 3 monolayers) of GaAs
should be involved in the formation process of the corrugated interface. However a purely
diffusive phenomenon occuring after the interface formation seens unlikely. First the

pseudo-binary alloy GaAs/GaSb is a peritectic alloy with a miscibility gap with low solubility
of As (in GaSb rich alloy) or Sb (in GaAs rich alloy) at 470 C. As a consequence large
interdiffusion is not thermodynamically driven in bulk materials. In addition the growth
temperature is too low to allow for significant atomic mobility. Elastically driven diffusion
with small atoms (Ga) attracted in compressive core region is therefore unlikely to take place
once the incoherent islands are formed. For the same reasons, dislocation climb necessary for
a sessile configuration to move is not possible and dislocations cannot be produced at the
island surface once it is far from the interface. We conclude that both the dislocation
formation and the Ga atom movement are essentially surface or near surface phenomena.
Two mechanisms can be invoked based on near surface mobility and driven by the size
effect. The first is a stress induced mechanism at the triple point while the island is
laterally growing, The shear stress, a, created as long as the epilayer is coherent with the

substrate could reach a critical value, oc, necessary to nucleate a Lomer dislocation.
Simultaneously the compressive strain field produced in the GaAs substrvte could induce the
upward migration of smaller Ga atoms in the top layers. This process is solely governed by
the distance between the triple point and the last created dislocation. Therefore it explains well
why the dislocation grid is so periodic : dislocations are nucleated in position and no further
climb is necessary. In addition this process creates a corrugated interface with the same
periodicity as the dislocation distance. The second mechanism, which at this stage cannot be
ruled out, is the formation prior to the island growth of an intermediate layer : it is a
generalized Stranski-Krastanov mechanism. This layer, two or three monolayers high, could
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contain an ordered structure with square tiles of GaSb connected by joint of GaAs (figure 5).
This arrangement lowers the interfacial energy compared to a continuous GaSb film by a
factor roughly proportional to the surface of the GaSb tiles as compared to the total surface.

In the second case the formation of the supercell could be induced by an initial reconstructed
surface. In fact the initial Ga-rich surface known to induce the CdTe (011) growth is still
reflected in the interface structure. The Te atoms as shown by Tatarenko et al. 181 are the first
adsorbed species and XPS shows numerous Ga-Te bonds, a tendency which is even more
systematic when the epilayer has fully grown. Therefore some general trends observed
during the CdTe initial growth are preserved after completion of a 3D epitaxial layer.
However, when analyzed in more detail, the initial adsorbtion sites are strongly modified.
The buried interface has no Te-As bonds as opposed to the one detected by XPS on the
(* x3) surface and no Te-Te bonds detected on the (6x 1) 111 surface, another precursor of
the (11l) CdTe growth. Therefore the Cohen-Solal model 1211 with two Te-Ga bonds and
one Te-As at each Te adsorbed atom could only be a transient structure. The reason why the
Ga atoms are in the Cd sites can be understood as follows : it is the only arrangement which
is compatible with no net charge at the interface. We note that for Te, Ga, As with respective
6, 3, 5 s and p electrons and 4, 5, 4 coordination numbers, there are two electrons per bond
at any atom. In the framework of the bond orbital model these electron pairs provide the
dominant energy term in the cohesion energy through the filled bonding states. The sp 3

hybrid involved in the Te and As bonds are therefore still present. Although pairing is still
ensured for Ga, the hvbridisation should be modified in order to include d orbitals. Further.
bond structure calculations should give more insight to the respective degree of covalent and
ionic binding. Nevertheless, the observed structure is compatible with a high cohesive energy
and, as a consequence, a relatively stable interface. We also note that no intermediate
compound, for instance the stable Ga2 Te3 is observed. This is in contrast with ZnSe (001)
on GaAs (001) : an intermediate layer of Ga2 Se3 is formed with a (2x2) supercell at the
interface [22).

CONCLUSION

More generally the implications of our work are as follows. First we have demonstrated the
advantages of combining information on the same structure in real space and in reciprocal
space to solve quasi 2D-structures. Thus our approach can be generalized to any
reconstructed interface and should be particularly attractive for incoherent interfaces in
heterostructures. Second, the ability to obtain local atomic positions in an interface between
multicomponent constituents should stimulate energy calculations. The stable structure similar
to the one found in the system GaAs(001)-CdTe(l 11) is difficult to predict even with
extensive calculations. The present experimental determination opens the way to feasible
electronic structure ab-initio calculations. Th1,e electron transfer and local charge induced at the
interface are particular points of interest which should now be studied. Finally we have
shown that the fir,:l configuration of an interface cannot be extrapolated from the knowledge
of the initial growth of the first adsorbed species. This points to the need of detailed structural
studies on interfaces per-se, in addition to the whole body of theoretical and experimental
work performed at surfaces.
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QUANTITATIVE HREM STUDY OF THE ATOMIC STRUCTURE

OF THE 1(310)/[001] SYMMETRIC TILT GRAIN BOUNDARY IN NB
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ABSTRACT

We have used a non-linear least squares optimization method to deduce a model for the
atomic structure of the 2(310)/[001] symmetric tilt grain boundary in Nb from high resolution
electron micrographs (HREM) of a bicrystal prepared by diffusion bonding. The resultant model is
similar to, but differs in detail from a theoretical prediction based on interatomic potentials which
included angular forces thought to be important in the prediction of defect structures in body centered
cubic metals. Results validate this approach as a step towards making HREM a quantitative
technique.

INTRODUCTION

The atomic structure of the symmetric 36.9' tilt grain boundary with [0011 tilt axis forming
a twin about (310) in Nb has been predicted in a related work by atomistic simulatioii, 2 using
interatomic interactions derived from the Embedded Atom Method (EAM) 3. 4 and the Model
Generalized Pseudopotential Theory (MGPT).5 These models differ primarily by the absence or
inclusion of angular dependent interactions. EAM potentials are of the pair functional type
6 [Carlsson, 1990 #51] and incorporate the trend that higher coordination implies longer, weaker
bonds. These potentials include no angular dependence of the atomic interactions. In contrast, the
MGPT Notentials incorporate angular-dependent 3- and 4-body interactions based on a model
treatment of canonical d-bands.

5

The l(310)/ 001 J boundary in Nb is a case where the two models predict distinctly different
interface structures. The EAM predicts two possible structures, both with relative shifts of the
adjacent crystals which break mirror symmetry on the atomic scale. In particular, EAM predicted.
for both structures, a relative shift of the crystals along the tilt axis, In contrast, the MGPT predicts

a fully mirror symmetric structure. The experimental observation by HREM along I 1*)] revealed
no relative shift of the lattices along the tilt axis. 1, 1 Further inspection of the images along [(X)l ]
indicate that the boundary atomic structure is mirror symmetric, which agrees with the prediction of
the MGPT." 2 The complex relationship that exists between the atomic structure of a grain boundary
and the resultant HREM image has made it impossible to unfold the experimental images directlv
to obtain the atomic structure of the grain boundary. The conclusion that the experimental image is
in agreement with the MGPT prediction was based on visual comparisons of experimental images
with simulated images based on model structures.

In this report, we test the above conclusion by carrying out a refinement of the atomic
structure of the 15(310)/0X)1 I symmetric tilt grain boundary in Nb viewed by HREM along the tilt
axis. We have used a method that is commonly ,.aployed in structure refinement by x-ray diffraction
and in the analysis of y-ray and x-ray spectra, namely unconstrained, non-linear, least-squares
optimization.

Mal. Res. Soc. Symp. Proc. Vol 295. 1993 Materials Research Society
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BACKGROUND

It is the goal of a least-squares problem to fit a model, f['(x), to experimental data. f,•",
and thus to minimize the residuals, f,(x)

f , ( x ) f " ,* _ f ', k ( X ) 1

where f:" is the intensity value of the ith pixel in the experimental image, fr" (x) is the intensity

value of the ith pixel in the simulated image based on the image model x, and Wi is the image which

represents the uncertainty associated with measurement of the intensity of each pixel in the
experimental image, that is,

min . f(x)zj. (2)

In this context, x refers to the parameters governing the image simulation such as the location of the
atomic columns projected along the viewing direction or the electron-optical imaging parameters and

k is the number of pixels in the image.
This problem has been addressed in the current work using the MINPACK- 1 unconstrained,

non-linear, least-squares optimization code 7 coupled with the EMS image simulation code. 8

MINPACK-1 employs the Levenberg-Marquardt algorithm to solve the non-linear, least-squares
problem.9 The algorithm relies on the calculation of the Jacobian matrix

( -X) ),I2r is"k' I sjs s(3)

which is used to correct the initial guess, x,. Functionally, MINPACK-1 calculates f(xo) then uses

the forward-difference approximation to calculate the Jacobian matrix. The algorithm then estimates

a correction p to x. such that

JIF(x. X1 -l J(xo)UJ, (4)

where x. = x. + p and IIF(x, )ý is the Euclidean norm of F

IF(x.I (fX.)). (5)

This procedure is iterated with x. replacingx until specific convergence criteria are met.7 In
this work s = 84 (atom positions) and k = 65,536, which corresponds to a 512 x 128 pixel image. The
EMS computational cell was 4.16 x 1.04 nm 2 . Optimization required - 16 iterations corresponding
to >1300 multislice calculations. Optimizations were run on a Silicon Graphics Personal IRIS 4D-
35 and a Sun SPARCstation IPX.
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PROCEDURE

High resolution images of a section of a 25(310)/[001] symmetric tilt grain boundary in Nb
were acquired along the common [001] zone axis under two different focus conditions which gave
strong contrast of the { 110} fringes in the bulk crystals. The micrographs, shown in Figure 1, were
acquired at an electron-optical magnification of 8 x 105 in a JEOL-4000EX high resolution electron
microscope using Kodak SO-163 electron-image film. Negatives were developed in Kodak D-19
developer diluted 1:2 with water for 4.5 minutes at 20°C. Negatives were digitized using a
1024 x 1024 x 14 bit Photometrics CCD array camera coupled with a Questar telescope. Using this
configuration, digital images were acquired from the negatives at a resolution of 190 pixels/nm
which is comparable with the resolution of image simulation. Digitized images, I, were corrected
fcr pixel-to-pixel gain differences by normalizing the images to the so-called flat-field image, !o.
Dark-crrent images were subtracted from both the experimental image and the flat-field image prior
to making the flat-field correction.

Flat-field corrected images were corrected for nonlinearities in film response as described
previously.10 Linearized images were normalized by the incident electron beam inteusity measured
from the unobstructed beam on the exposed negative. The resultant normalized images are
dimensionally the same as those simulated using the EMS image simulation package.

Average, f,'•, and standard deviation images, o'j, of the unit cell of the 15(310)/[0011
symmetric tilt grain boundary were calculated from eight unit cells extracted from the normalized
images. Average and standard deviation images of the Nb unit cell viewed along (0011 were

extracted from the f*,' and oa, grain boundary unit-cell images. Using this procedure, the random
contribution to the image contrast due to the amorphous phase always present on the upper and lower
surfaces of the sample resulted in the average image contrast being superimposed on a constant
background. The background is included in the analysis by a modification of Equation 1

fi W - f (x) + b'l') (6)

where b," is the fitted background. The overall effect of the background is to decrease the intensity

Figure 1. HREM images acquired from the same section of a symmetric tilt grain boundary in
Nb produced by diffusion bonding at two defoci. Both images were acquired under "black-

atom" contrast condition•.
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of the electrons contributing to the image. Including uncertainties in linearizing the images, Wi was

calculated as

W, - qsoo 0. 05r. (7)

Optimizations were carried out to determine the critical imaging parameters, such as
thickness and defocus, as described previously1 0 with the exception that in this work, experimental
images were normalized by the incident beam intensity to bring the experimental and simulated
images into dimensional consistency and the effect of background was taken into account.

Once the imaging parameters were established, the optimization of the atomic structure of
the grain boundary was carried out. The starting "guess" for the aton.., structure of the grain
boundary was the coincidence-site-lattice model (CSL) construction which is illustrated in Figure
2 and described above (see also Ref. 2). Also shown in Figure 2 is the relaxed MGPT prediction.

RESULTS AND DISCUSSION

Results of the optimization of thickness and defocus are shown in Table ]. fj,, f"k(x), and

f(x) for the three images in Table I are shown in Figure 3. Figure 3a and Figure 3b were derived

from opposite sides of the grain boundary in Figure Ia. Figure 3c was derived from the lower half

of the image in Figure lb. For an ideal fit, the values in the f,(x) image would be randomly

distributed between -1 and +1. Deviations from a random distribution indicates a systematic
deviation of the model from the experiment, which we believe in this case to be associated with
specimen drift during the exposure. The background values are consistent with what we expect based
on analysis of the contrast from the amorphous phase at the edge of the sample. The agreement
between the results from Figure 3a and 3b is an important test for internal consistency of this work.
In this analysis, we also optimized the parameters associated with crystal tilt and beam tilt. The
results of the optimization indicated that there was a small difference in the alignment of the crystals
on either side of the interface relative to the electron beam, a situation which is not unexpected. This
difference was ignored in the grain boundary structure optimization since the simulation method
employed was unable to easily include this complication. The values of thickness, defocus, and
background shown in Table I along with the other parameters shown in Table II were applied in the

structure optimization.
SCSLModel Figure 4a shows fI, f," (x) based

-02 -GT on the structure predicted by the CSL. and the
0.0 resultant f,(x). The f,(x) images in Figure
0.2 4 4c indicate that the fit between experiment

C: 0.4 and simulation is acceptable. The region of
>. 0.8 "interest comprises the 42 atomic columns

1 0 surrounding the interface. It is evident from
detailed comparison of the experimental im-

1.2
1.1 15 1.9 2.3 2.7 3.1 age with the simulation that while these im-

X (nm) ages are qualitatively in agreement (e.g. both
exhibit mirror symmetry), they differ in the

Figure 2. Comparison between the atom details of the contrast near the interface. Spe-
positions predicted by the MGPT (. I by the cifically, a four-sided contrast feature is ob-

CSL model.
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Table 1. Optimized values for thickness, defocus, and background
for the three images shown in Figure 3. *

Figure 3a Figure 3b Figure 3c
Thickness (nm) 5.9 5.9 5.9
Af (nm) 34 32 -35

Background (normalized -0.08 -0.11 -0.07
electron intensity)

Table I. Image simulation parameters used for optimization of imaging
parameters and boundary atomic structure.

Parameter Value
Accelerating voltage (keV) 400
Debye-Waller Factor (nm 2) 0.0046
C, (nm) 1.00
Defocus spread (nm) 8.5
absorption constant 0.03
lattice parameter (nm) 0.33C'
convergence semi-angle 0.7
(mrad)

served at the interface in the experi-
mental image whereas the same feature
comprises five sides in the simulated
image. Therefore, we expect that there
is a difference between the CSL and
actual atom column positions.

The interface atomic structure

was optimized using the f[*-, data ob- Expenmental Best Fit Norm. Residuals

tained from the image in Figure ]a. o• 52 OAA 0 76 0 V DA , 55 0 6 , i 1 0 D W

Positions of the 42 atomic columns in
the center of the computational cell
were optimized. Since the position of
each column has two degrees of free-
dom, this gives rise to 84 free param-

eters. Figure 4b shows the f[;', the

fy"(x) based on the best-fit structure eeaN sExperimental Best Fit Norm. Resduals

calculated using the non-!inear least W
squares optimization, and the corre- o. on 073 083 0 5 0 0 0 7 0. 0 08 12 -0, 024 0 20 0•6

sponding f,(x)' image. The marked
improvement in goodness-of-fit be-
tween Figure 4a and Figure 4b is evi-
denced by the reduction in absolute
magnitude of fi(x) in the vicinity of
the interface compared with Figure 3.
The best-fit atom positions, superim- Experimental Best Fit Norm Residuals

posed on the fj"'(x) image in Figure ý W!
4b show that there is a significant dif- o4 9e, o0 n o, ,o 9 0 - -0 8 098 110 o 98 048 005 O0W ,0,

ference between the best fit atomic col- Figure 3. K'", Kf" (W, and f,(x) for the three images
umn positions and those of the CSL and in Table 1.
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Figure 4. Results from the images shown in Figure Ia. (a) fý', f,'"(x) based on the structure

predicted by the CSL, and the resultant fj(x). (b) fr', f0 , (f x ) based on the best-fit optimized

structure, and the resultant f, (x).

MGPT. Specifically, there are sizable reduction in the (310) interplanar spacing in the immediate
vicinity of the interface (one or two planes). Second, some atomic columns surrounding the interface
break the mirror symmetry observed in the CSL and MGPT model. While the structure does not
exhibit strict mirror symmetry, the contrast of the simulated image is in close agreement with the
experimental image.

A second defocus value was investigated (Figure lb). Figure 5 is analogous to Figure 4

except that the defocus for this image is 34 nm. Looking at the atom positions in the f: "' (x) image,
it is evident that similar, although not equal relaxations of the atomic columns are observed in the
vicinity of the interface. The mirror symmetry predicted by the MGPT and evident in the
experimental image, is broken immediately in the vicinity of this interface in the same way as in
Figure 4, i.e. the atomic columns have moved in the same directions from the MGPT prediction. An
atomic structure based on the weighted average positions from Figure 4 and 5 is shown in Figure 6.
Also plotted in Figure 6 are the atomic column positions predicted by the MGPT.

CONCLUSIONS

Is the structure shown in Figure 6 the "real" atomic structure of the Y5(310)/1001 Isymmetric
tilt grain boundary in Nb? The results of our structural refinement indicate that in absence of error
in estimation of thickness or defocus, the MGPT qualitatively predicts the structure of the grain
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Figure 5, Results from the images shown in Figure lb. (a) fr', f•0k(x) based on the structure

prcdicted by the CSL, and the resultant f,(x). (b) f[•, f,"" (x) based on the best-fit optimized

structure, and the resultant f (x).

boundary but is in error in the details. Specifically, the atomic column spacings nearest lo the
interface in the best-fit structure are smaller than that predicted from the MGPT. Currently, we
believe the optimized model to be physically reasonable, i.e. there is no obvious reason why this
structure may not exist. We have already noted in a previous work that the repulsive part of the MGPT
potential is likely to be too stiff which could affect the boundary relaxations in the manner
observed. 1  Verification of the validity of this new model requires additional structural refinements
from HREM images of the same interface acquired at different defoci and calculation of the total
energy of this interface using electronic structure methods and comparing that energy with that of
the MGPT structure.
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ABSTRACT

We present here a study of the L=3 fI112) incoherent twin boundary in aluminum.
Atomistic studies of this boundary indicate that several high energy boundary structures may
exist, with the lowest energy structure exhibiting a small rigid body shift parallel to the
boundary. The observations presented here indicate that the ngid body shift does ia fact occur
and that its magnitude, as well as the local grain boundary structure, is well predicted by
atomistic calculations using the Embedded Atom Method. The low energy boundary
configuration is much narrower than the equivalent boundaries that have been observed in the
lower stacking fault energy FCC mnetals.

INTRODUCTION

Recent work has recognized that in gold [11, silver [21, an. copper [31, the E=3 (112)
incoherent twin boundary is dissociated, and can be thought of as a slab of 9R stacked
material, roughly 10 A thick, between two oiks of FCC material. The 9R stacking serves as
an intermediate stacking arrangement to reverse the ABC stacking to CBA and is equivalent to
an FCC stacking of 1l3 1) planes with an intrinsic stacking fault at every third plane (21. Thus.
it is likely that this dissociated structure is stabilized because of the low stacking fault energies
of these materials (Au: 32 reJ/m 2 ; Cu: 45 m/J/m 2; Ag: 16 mj/rn 2 ) [41. By this explanation, the
same boundary in a high stacking fault energy material, such as aluminum (Al: 166 mJ/m 2 ).
would be expected to be much narrower with little resemblance to the 9R packing. Indeed,
atomistic calculations of the aluminum boundary using both the Embedded Atom Method
(EAM) and pair potentials predict that the lowest energy boundary structure is quite narrow.

Such calculations also predict that the lowest energy structure should exhibit a small rigid
body shift parallel to the boundary, the magnitude of which depends on the particular potential
that is used. Interestingly, a recent HRTEM study of the Y=3 (112! boundary, observed
within an internally twinned grain of a polycrystahlne aluminum film, found not the low
energy, shifted structure, but instead, a mirror symmetric boundary that matched well with '
higher energy calculated structure [5). In this previous work it was noted that because the
observations were made near a junction with the coherent twin, the boundary may have bc-n
physically constrained from relaxing to the shifted configuration. In order to reso-.e this tssue,
we present here a study of an aluminum bicrystal possessing only the .=3 (112) interface.
Because the coherent twin boundary is absent, the physical constraints on translation present in
the earlier study are eliminated, and the observed boundary should represent the fully relaxed
state.

ATOMISTIC CALCULATIONS

Relaxed boundary structures were obtained from molecular static; calculations using the
Embedded Atom Method (EAM) 16,71 with the Voter and Cl., aluminum potential IX.
Starting configuratio, s were generated both by varying the initial displacement of ato:ns on one
side of the boundary from their CSL po, itions and by removing atoms from sites on the
boundary. In order to allow for density chi. 1ging relaxations pcrpendicular to the boundary,
two types of starting cells were constructed. The first cell type was constructed with free
surfaces, parallel to the (112) planes, with 40 A thick slabs on either side of the boundary.
The second cell type was periodically continued in the 1 1121 direction (x) by truncating the
structure at a proper lattice position sitch that an equivalent. b-:t invirted, ,.,. herent twin

Mat. Res Soc. Symp. Proc. Vol. 295 1993 Materials Research Society
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boundary was formed at the ends of the cell. The x dimension of the periodic cells was
allowed to vary dynamically during the relaxation. Several different slab lengths were tested
with equivalent results. In the directions parallel to the boundary, both cell types were
periodically continued with fixed boundary lengths. The free surface cells were constructed
with three periods in [1I1I (y) and two in 1l101 (z), whereas the periodic cells had two periods
in y and one in z.

As is summarized in figure 1 and table 1, three minimum energy configurations,
consisting of one mirror symmetric structure (A) and two shifted structures (B and C), were
obtained from these calculations. The mirror symmetric structure resulted only from the free
surface cell, relaxed from its symmetric CSL position, whereas the two shifted structures were
obtained for both cell types relaxed from several different initial states. The mirror symmetric
structure has been shown previously to correspond to the structure observed near junctions
with the (I{I) coherent twin [5]. In contrast, structures B and C exhibit rigid body shifts,
Ay, of differing magnitude parallel to the boundary: structure B is displaced by greater than
half a ( 1111 spacing, whereas structure C is displaced by less than a third of a I I I } spacing.
Consistent with the calculations of D. Wolf [91 for copper and gold, the calculated grain
boundary energies scale roughly with the excess volume displacement perpendicular to the
boundary, Ax, with structure C having both the lowest grain boundary energy and excess
volume.

The core region of structure B is fairly wide with severe bending of the common (II 1)
planes as they pass through the boundary. Such bending is similar, though to a lesser degree.
to what is both calculated and observed for the low SFE metals. Indeed, the boundary packing
for structure B may be generated from the packing in the relaxed silver L.3 112) boundary,
which consists of a slab of 9R a single unit cell wide [2], by the removal of one (112) plane of
atoms within the boundary.

The small shift structure (C) is similar to that published previously by Pond and Vitek I IOi
using a pair potential derived from pseudopotential theory. Ax and Ay in this structure are
slightly larger (0.45 A and 0.79 A, respectively) than predicted by the EAM calculation.
Interestingly, their alpha fringe measurements indicated a Ax of 0.21 A, which is closer to the
EAM calculation, and a Ay of 0.82 A, which is closer to the pair potential calculation. In

0000S 0 0 0= 1 000000.60006

0000000 00000 V? %006 0? '0~

000.000
00 0 000 00.0.0000nom

[ GOO" &*O C I: [T 101 x [1121

(A) (B) (C)

Fig= .l Boundary structures calculated using EAM for the aluminum
E--3 (1121 <110> boundary.

Table 1. Calculated grain boundary energy and rigid body shifts (Ax is the excess
volume displacement in the [ 1121 direction, Ay is in the 11 ] direction parallel to
the boundary).

GB Energy

(mJ/m 2) Ax (A) Ay (A)
Mirror Sym. (A) 327 0.40 0.00
Large Shift (B) 316 0.38 1.26
Small Shift (C) 223 0.33 0.68

I
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analogy to the relationship between boundary B and the 9R structure, the boundary packing
of structure C may be generated from the large shift structure by the removal of yet one more
(112) plane, and thus is fully removed from the 9R structure which has been calculated for the
lower SFE metals.

EXPERIMENTAL

Observations and Comnarisons with image simulations.

The 1=3 (112) <110> aluminum bicrystals, grown using a horizontal zone melting
technique, were provided by C. Goux and M. Biscondi of the Ecole National Superiere dcs
Mines, St. Etiennes, France. Thin foils were prepared by electrical discharge machining
sections that were then electropolished in a solution of 70% methanol - 30% nitric acid. All
observations were made on a JEOL 4000 EX electron microscope operated at 400 keV.
Images were obtained from region of material within the first extinction contour indicating that
the specimen thickness was less than II nm. Defocus values were measured from the peak and
minimum positions in optical diffractograms. Images, digitized either from prints using a
flatbed scanner or directly from negatives using a densitometer, were analyzed using the
Semper 6 Image Analysis Software from Synoptics. Images from three defocus conditions are
illustrated in figure 2. These images show clearly a shift of the common (I11) fringes across
the boundary. Image A is an overfocus condition corresponding to a focus of +30 nm, image B
is at -30 nm defocus, and image C is at -70 nm defocus, which is near the first broad band.

Image simulations for the three structures predicted by the EAM were performed using the
EMS package of simulation software [111 implemented on a Silicon Graphics workstation. The
following. were used as image simulation parameters: Cs: 1.0 mm, objective aperture diameter:
22.5 nm'1; spread of focus: 10 rim; semiconvergence angle: 0.9 milliradians; and specimen
thickness: 5.7 nm.

Measurement of Boundary Displacements

In order to make a precise measurement of the shifts parallel and perpendicular to the
boundary we have used a regression technique [121 that allows one to accurately track the mean
position of a block of fringes on both sides of the boundary. Variations of this technique have
been appliedpreviously to a number of gold boundaries and found to have a precision on the
order of 0.1 A 1131 although possible variations with defocus were not stated.

Figure 2. Experimental Images. (A) +30 nm, (B) -30 nm, (C) -70 nm defocus.
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Figur 3. (a) ( 11) fringe intensities projected in the: 1121 direction for -70 nm defocus
condition. (b) Trace of the relative (11) fringe positions extrapolated to the boundaryplane.

Ay is measured by digitizing a small block of tI-e image, in this case 7 x 20 A, and
averaging the intensities, in the x direction, of the common (I 1I) fringes. As illustrated in
figure 3a, this produc"- an averaged line profile of the fringe intensity. A peak search, refined
by a local center of mass calculation, is used to locate the midpoints of each ot the peaks which
are then assigned an index number in order of occurrence. Plotting the peak position as a
function of peak index produces a straight line whose slope is equal to the number of pixels per
fringe, thus giving an internal calibration of the magnification. The intercept, or for greater
statistical confidence, the value of the regression function evaluated at the mean peak index,
provides a reference position for the block of fringes. By performing this analysis along a
series of positions on both sides of the boundary, the relative position of the fringes within the
block is accurately tracked. The rigid body shift is obtained by extrapolating the trmces of the
relative fringe position to the boundary (see figure 3b).

The excess volume shift perpendicular to the boundary is obtained by a similar procedure.
However, in this case the image intensity is averaged in the y direction, and the regression
analysis identifies a "best" position for two parallel (224) fringes based on the positions of the
surrounding fringes. To avoid overlapping peaks, the averaging is over every third ( 11)
fringe. Ax may be determined from the relative phase shift between the mean fringe locations
from:

Ax= D modulod24 (d)

where D is the distance between the fringe positions identified on both sides of the boundary
by the regression procedure and d22 4 is the spacing between (224) planes (0.8266 A).
However, in order to unambiguously determine Ax, the number of atomic planes between the
two sites must be counted, in which case the displacement is given by:

Ax= D - np d224 (2)

where np is the number of planes identified between the measured fringe locations.
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Figure4. Experimental image compared with the simulated images for EAM structures
A,B, and C (Cs=l.0 mm; objective aperture diameter: 22.5 nm-; spread of focus: 10
nm; semiconvergence angle: 0.9 milliradians; thickness : 5.7 nm). Peak positions
from the low energy structure (C) are overlaid on the experimental image.

RESULTS AND DISCUSSION

A comparison of the -70 nm defocus image with images simulated for the three EAM
boundary structures is shown in figure 4. Intensity peak positions from the simulated image
for structure C (the lowest energy structure) are overlayed on the experimental image
demonstrating that the local boundary structure, as well as the shift of the (I 1) planes, appears
to be well predicted. These results are supported by the fringe shift measurements for Ay (see
table 2) which indicate a displacement of 0.66 ± 0.07 A. averaged over the three focus
conditions. This displacement is much closer to the EAM calculation for structure C than for
structure B.

The measurements of the excess volume displacement are somewhat more problematic.
Although the Ax measurements for the +30 and -70 nm focus settings indicate an expansion
0.07 A larger than that predicted by the EAM, the values measured from the -30 nm defocus
condition consistently gave a physically unlikely contraction relative to the bulk density. A
possible cause for this effect is the presence of astigmatism which is sufficiently severe (Ca =
15 nm 1) that at this defocus the unshared ({I III fringes ate imaged asymmetrically. Indeed,
this result underscores the importance of good imaging conditions (namely, precise beam and
specimen tilt, and proper astigmatism correction). The sensitivity of the particular measurement
to these effects is only clear when the analysis is performed on images obtained at different
defoci.

Table2. Measured displacements perpendicular (Ax) and parallel (Ay) to the boundary
and standard deviations of measurements.

Focus relative
to Gaussian Ax (A) OC (A) Ay (A) oAy (A)
(nm) ................... ......... ..........

+30 nm 0.42 0.05 0.64 0.05
-30 nm -0.17 0.04 0.77 0.01
-70 nm 0.38 0.01 0.59 0,02

Pooled
Values: 0.66 0.07
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SUMMARY

In conclusion, we have observed a rigid body shift parallel to the L-- 3 1112) boundary in
an aluminum bicrystal. This result supports the hypothesis that the previously observed mirror
symmetric structure was stabilized by its close proximity to a junction with the coherent I I I
twin. The features of the local region compare well with image simulations for the lowe,%,
energy structure predicted by the EAM, and from precise measurements of Ay we can clearly
discriminate between the two shifted structures, although the value of the excess volume
displacement is not yet clear. The low energy structure is much narrower and localized than that
for the same boundary in gold, silver, and copper, which is most likely due to the much higher
stacking fault energy of aluminum.
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ABSTRACT

High - resolution transmission electron microscopy (HREM) has been used to charac-
terize the atomic structure of the symmetric 36.9' tilt grain boundary with [0011 tilt axes
forming a twin about (310) in Nb. The projected structure was imaged along twodifferent
directions in the plane of the boundary and was compared to model structures through
high - resolution image simulation. The atomic structure of this 15 boundary was
predicted with atomistic simulations using interatomic potentials derived from the
Embedded Atom Method (EAM), Finnis-Sinclair (FS), and the Model Generalized
Pseudopotential Theory (MGPVI i. The EAM and FS predicted structures with translations
of the adjacent crystals which break mirror symmetry. The MGPT predicted one stable
structure with mirror symmetry. The atomic structure of the (310' twin in Nb was found
by HREM to be mirror symmetric. These findings indicate that the angular dependent
interactions modeled in the MGPT are important for determining the grain boundary
structures of bcc transition metals.

INTRODUCTION

Atomistic simulations which can model the interactions of many tens of thousands of
atoms are increasingly used as a predictive tool in materials science and have the potential
to play an important role in the overall understanding of the properties of materials,) such
as the atomic structure of defects, 2 segregation, 3 and fracture.4 The present investigation
seeks to distinguish among several models of the interatomic interactions used in these
types of calculations by comparing their predictions to experimental data. In particular,
the interest is to assess the differences among the Embedded Atom Method (EAM),9 

'

Finnis - Sinclair (FS),7 and the Model Generalized Pseudopotential Theory (MGPT)l for
predicting the atomic structure of defects in body centered cubic (bcc) transition metals.
The predictive power of the EAM and FS for face -centered cubic (fcc) noble metals is well
established (e.g. see references 2 and 9). Defect structures in bcc transition metals may be
less easily predicted as compared to fcc metals owing to the partial filling of the d-bands
which is expected to add an angular dependence to the interactions.10 Early work on bcc
metals, however, proposed that the similar importance of the first and second n,,arest
neighbor interactions was the dominant feature in stabilizing the bcc structure and
determining the atomic structure of defects.11

The grain-boundary simulations studied here differ primarily by the absence or
inclusion of angular dependent interactions between the atoms in the theoretical model
used to derive the potentials. The EAM and FS potentials are both of the pair functional
type.10 They incorporate the trend that higher coordination implies longer, weaker
bonds. However, they include no angular dependence of the atomic interactions. In
contrast, the MGPT potentials incorporate 3- and 4-body interactions based on a model

Mat. Res. Soc. Symp. Proc. Vol. 295. •1993 Materiais Rlesearch Society
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Figure 1: Model atomic structures of the (310) twin in Nb predicted by various interatomic
potentials: (a) MGPT. (b) "Model I" predicted by EAM and FS. and (c) "Model 2 ' predicted b'
EAM and FS. The model structures are shown in two orientations: The top row has a viewing
direction parallel to the tilt axis, [0011, while the bottom row is viewed perpendicular to the tilt
axis, along [1301.

treatment of canonical d - bands.8 Potentials which incorporate angular dependencies

have been shown to correctly predict the reconstruction of Mo and W 0 00) surfaces. 12' 13

Similar success has not been observed with pair -functional methods.1 4 Grain boundaries
are more similar to bulk material than surfaces, possessing comparable coordination, but
with different atomic arrangements. They should provide additional information on the

importance of angular dependent interactions due to the presence of interatomic angles
not present in the bulk. At present, little experimental data exist for grain boundary
atomic structures in bcc transition metals. 1 5' 16

ATOMISTIC SIMULATIONS

The atomic structure of the symmetric 36.90 tilt grain boundary with 10011 tilt axes

forming a twin about (310) has been calculated using EAM,17 FS,18 and MGPT19 potentials
for Nb. The size of the simulation cell was chosen corresponding to the expected
periodicity of the grain boundary (25 within the Coincident Site Lattice20 model). To
explore the formation of different metastable grain boundary structures, many different
translational states of the adjacent crystals were used as initial conditions for the energy-
minimization calculation.

The simulations predict three model structures, shown in Fig. 1. The MGPT potential

predicts a structure which exhibits mirror symmetry across the interface and is very close
to a 151001 1/(310) unrelaxed structure. Within the MGPT, this structure was the only one
found to be stable. As expected from the similarity of the methods, the use of the EAM and
FS potentials lead to nearly identical results. They predicted several metastable struc-
tures. The two shown in Figs. l(b) and l(c) exhibited the lowest energies. There exist

translational shifts between the adjacent crystals which differentiate "Model 1" and
"Model 2" from the MGPT prediction. In Model I there is a relative shift in the crystal
positions by a translation of 0.078 nm in the [0011 direction, corresponding to half a (002)
lattice plane spacing. Model 2 includes a crystal translation of 0.083 nm in the 10011

direction as well as a translation of 0.052 nm in the [1301 direction, which lies in the plane
of the boundary. The mirror symmetric structure predicted by the MGPT is stable when

simulated using EAM potentials, but the energy of the structure, 1.20 /rm2 , is significantly
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greater than that of the two other structures, 1.03 I/m2 for Model I and 0.98 I/m 2 for Model
2. Additionally, when Model I and Model 2 are used as the initial configurations for the
MGPT calculation they are unstable and relax to the MGPT structure shown.

EXPERIMENT

High-resolution transmission electron microscopy (HREM) is a useful tool for char-
acterizing the atomic structure of certain high symmetry grain boundaries.21 

22 Likewise,
theory is limited to studying "special" grain boundaries which are periodic in the plane
of the boundary. Due to these limitations, the comparison between theoretically pre-
dicted grain boundary structures and experimentally characterized structures requires
the fabrication of model grain boundaries which was done in this study by diffusion
bonding of single crystals. Diffusion bonding allows complete freedom in the selection
of the orientation of a bicrystal. I IREM reveals atomic structure via comparison of
experimental images with images simulated using a model atomic structure as the
input.23 The comparison of simulated with experimental images then allows the choice
of the model which best fits the dzta.

Grain boundaries forming (310) twins in Nb were prepared by diffusion bonding two
precisely oriented, to within ± 0.10, Nb single crystals with flat - polished (310) surfaces
which were misoriented by 180° about 13101 relative to the perfect crystal. 24 Two
projections are required for a complete HREM investigation. For this case [001 I and [1301,
which lie in the interface, were chosen. Image simulation25 was performed using the
multi-slice formalism.

26

Experimental Image

-10011
Af =-30 nm

Figure 2: Comparison of ant experimental image with a simulated image for the (310) twin in Nb
as viewed along 10011. The simulated image uses the MGPT model atomic structure from Fig.
but the result would be identical if EAM and FS Model I were used. The positions of the atomic
columns are indicated by white crosses.
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(a)(b

Figure 3: Simulated high resolution images using the remaining mode! (310) twin .structure5 as,
viewed along 1101 for (a) MGPT and (b) LAM and FS Model 1. The lattice fringe image arIseI
from (002) planes with spacing of 0.165 nm. The bottom row of images are glancing angle.
perspective views of the same imagesF as in ihe row above to emphasize the displacemnent of the
lattice fringes at the boundary for Model 1.

RESULTS AND DISCUSSION

Previous work has established the mirror symmetry of this boundary when viewed
along 10011.27 A HREM image is shown in Fig. 2 with a simulated image from the MGI'T
model shown as an insert. The symmetry of the boundary was confirmed by also
comparing experimental and simulated images for other focus values as well.27 Model 2
is thus inconsistent with experimental 12or.

The [IV]1 direction, orthogonal to the first viewing direction, is most suitable for the
second projection of the grain boundary structure. This direction is shown in the second
row of model structures in Fig I. The largest spaced atomic planes of Nb parallel to 11301
are (002) and (310), with interplanar spacings of 0.165 rnm and 0.104 nm, respectively. The
spacing of the (310) are below the information limit of the microscope, which is approxi-
mately 0.14 rnm. rhe (002) reflections will be the only ones contributing to the phase
contrast image resulting ina lattice fringe image (Fig. 3). The (0uZ) plarncz tiv VC:v
lar to the (310) twin plane and a relative shift of the adjacent crystals in [0011 (model I and
Model 2) should result in a discontinuity of the (002) lattice fringes at the interface (Fig. 3).
Conversely, for the MGPT model, where no shift exists between the crystals, the (002)
fringes are continuous across the interface. The experimental high - resolution image
corresponding to this viewing direction is shown in Fig. 4. The (002) fringes run vertically
and are seen, especially easily in the glancing - angle perspective view, to be continuous
across the grain boundary. Thus, the results of the high - resolution microscopy indicate
that the boundary atomic structure is mirror symmetric, which agrees with the prediction
of the MGP`T.

One limitation for all HREM studies is that the area of grain boundary probed is very
small. For example, the area imaged in Fig. 2 is approximately 6 rnm thick and 5 rnm long.
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Figure 4: A high resolution image of the (310) twin in Nb as Oew edalongi 1301- A oiuhatd imai:,
based ott the MGPT structure is s.hown as an insert, with the positton•% of the atoiniu" lulntlr
indicated by black crosses. The boundar. runs hori-ontally between the arrows(, rie borttom ima, ce,
is a g'lancing angle. perspective view of the samne image to emphasize that the (2(X), lattice Irin t•e%
run stratght acrm':, the boundary wtithout an N- displacements due to relative shfi% ol tlte irv't•a%.

This sampling cannot ruleout the possibility of grain -boundary structural mu ltiplicity.
But the extensive facetting to the (310) plane at the diffusion bonding process temnperatu re
of 1500C indicates that the observed structure is of a relatively low energy compared to
boundaries with small deviations in tilt angle from the exact 25 (31GC geometry. Tit
facetting also suggests that the two high resolution images shown, although not from the
same sampie, came from boundaries having the same structure.

CONCLUSIONS

The success of the MGPT in predi.ting t!, , .!toric structure of the (310) twin in Nb is
due to the incorporation of multibody interactions in the model. l'artial fillinti of *he d -
bands in Nb imparts a directionality to the bonding, suggesting that these bond -angle
effects may also be important for other central transition metals. The similar results
obtained by the EAM and FS potentials indicate that their failure results from an
inadequacy of pair - functional methods rather than from possible problems assoc:.uted
with the practical implementation of these potentials. These results indicate that multihodv
interaction models, such as the MGIPT,which incorporate angular dependent interactions
are required to predict defect structures in Nb and probably the other central transition
metals as well.
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T. 110011'. 11R. KEiNWAY,. It. JKI.FEB and 10. RVIII-F
Max- Plattek lrn'tui fuiir %ciii if1 rsc hutng, Inst itu fur Wcrk st ilfy.i sser sehiaf. ScL- sr 92.
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.\hSIRACT

Ijetafled struictural c:haractcrvotion of a near 1:11 grain boundary in ultra-pure it A-Xli hi-
cC'.oa is v. is performed by toew (isof high -re solat ion tran sm -.sson ec ckt ron min rc sopý

fIl IRITNI . I Iich -rcsiil noo iniag i i icvc-alcd a charac~e testic pcriodic [% ticr n Awlon the era ii
houndary.. In addition to I-IRTIAM stiilics. atomnistic siniulatiiins based oil an. ion!,,iiiolel Wcrv
a 'ed to 'alcul ate I rtt-mesin l struc rc models that Were comnpared Will oh c e-sp)C r 0en
ially obtai niec imiage,, of the ganhu iry. 'I he comparis'on etw ctcen the Ni initated ,inio scým
riciiinal I IR'I FM images showed good agreemnetnt for the thei refi call y propi ied g ra i -
hi in darv sirlic ttrc W ill 111th loxkeC t ýua~ o:: tar' e tierg\ (if 1 8 Jml-

INTROMI)U IO(N

The a toot .stic sirct icirei- and distribi ut ion of internal defects such as. grain ii oa didri c are
known to strongly influence the tinancrtsopic properties (if pol vrs-staiiine ceramsic niiiteriai'
JIi S1 Iin order to control relecvant ninatenal properties it is thereftore important to chi ractcri/c
grain boundaries and to inv estigate ho% proeý,sig conditions canl chainge their struc:tures and
con sequtenit ly grain- boundary pro pertites. Howe ncr. comnmercially' avail able poi'.c rxst a ii tie
material s ss oh statistically distributed grain orientations and equtaxed. roundedi grains are
di fficutlt to invsest igate using high-res.olution transmission electrotn mticro~scopy l HRTF%1ý
oWing to overlapping matinx grains. and tilted grain boundaries.

In view of these difficulties and in order to study the atomistic structure oft a grain
bountdaryi, a well defined interface in an ultra-pure a-A12 03 bicrystal was invesfigý-ted by
IIRrFiM. The grain boundary discussed-in this paper Iis a near Z If grai n boundairy' in Awhic h
the two cry-stal halves terminate with (0111) and (0111) planes and which has atilt (if 15.2
degrees about the [2101-axis. W~e chose ultra-pure bicrystaks because inmpuirities Will
segregate to the hboindary and complicate the determination of the atomistic interfaice structure.

These experimental investigations were ctrrelated vwith theoretical studies on tile graint-
boundary stru~ctiire. Such a comparison enables us to unambiguously define the three-dimen-
sional environment of the atoms in the boundary, which is a prerequisite for further calcula-
titins tin defect aind impurity segregation and onl the electronic structure oif the grain boundarN.

EXPE RI MENTALI

AllOlfij ptiwder was cailcined using a C02 laser heat source unitil complete transformationi
into cxe-Al2 01 was confirmed by x-ray powder diffraction. Pellets were isopressed andi fired
using the laser-heating system. Growth and zoot refinement (x2) (if the feed rods were
performed in tin Ar-atmosphere. After single crystal growth, two seed-crystals were cut in
defined directions and put together to forto the bicrystal seed. Trhe bicrystals were grown in anl
Ar-atmosphere using the seed ctomposed of two times zone passed feed rods. Chemical ana-
lysis showed a total impurity content of less then 59 ppm 161. 'T-M foils were prepared in the
uisual way with an edge-on cross sectioin of the grain boundary, i.e. the 12ý 10 1-direction of
each crystial was parallel to Owt foil normal.

Mat. Rles. Soc. Symp Proc. Vol. 295. 1993 Materials Research Sociely
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HlRTEM was performed using a JEOL 4(XX)EX microscope operating at 400 kV accelera-
tion voltage with a point-to-point resolution of 0.17nm, In addition, electon-diffraction and
Kikuchi patterns were analysed to varify bicrystal misorientation and parallel alignment of the
[21101-zone axes.

The atomistic lattice simulations %ere performed using the MIDAS program 171 to
calculate the grain-boundary and adhesion energy. HRTEM-image simulations were
calculated using the EMS-package 181. The IMSI/IDL program was used for comparing
experimentally obtained and subsequently digitized images with the simulated images of theo-
relically suggested stricture models. Noise reduction in the micrographs was achieved with a
program for adaptive fourier filtering of internal interfaces 191-

RESULTS AND DISCUSSION

The near £ II (the Y_ value referred to in this paper is a planar coincidence ratio 1p 101)
grain boundary investigated shovs the expected tilt misorientation about the 121101-direction
as shown in the electron diffraction pattern - Fig. 2. The corresponding tilt angle was
determined to be 35.2 ± 0.2 degrees. However, analysis of Kikuchi patterns taken from thicker
regions of the bicrystal revealed a slight misorientation of the [2110]-axes of the two ciNstals
on either side of the boundary. The Kikuchi patterns are rotated with respect to each other and
additionally shifted.

After compensating for the intrinsic rotation owing to the tilt character of the grain boun-
dary, the distance between equivalent points in both patterns was analysed. This distance cor-
responds to a tilt misalignment of both [21 101-axes of less than 0.7 degree The trace of the
-'-ection of this tilt projected parallel to the electron beam was determined to be 80 degrees

inclined with respect to the normal of the common boundary plane of both crystals. As shown
in Fig. I the grain boundary appeared to be atomically flat with adjoining planes (0111) and
(0111). Very few, facets of the (0111)/ /(0114) type were observed, each having a step height
of about a nanometer.

Figure 1: The near £ I1 grain boundary in the ox-A1 20 3 bicrvstal
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It is important to note that TEM foils were prepared from two bicrystals grown with
slightly different seed preorientation. Despite these minor deviations in starting orientations,
the grain-boundary structure was found to be identical in both samples. The appearance of an
identical grain-boundary structure in two bicrystals, grown under slightly different preorienta-
tions of the crystal seeds. seemingly suggests that the observed interface is of low energy con-
figuration. This experimental observation is supported by theoretical arguments discussed
later. The observed interface ý:.ructure shows a periodicity of 1.363nm. This distance cor-
responds with the diagonal of the ct-A120 3 elementary cell projected along the [2110[ -
direction. HRTEM-images of the edge-on interface could be obtained using the Fresnel fringe
technique (symmetric Frensel fringes at strong underfocus conditions) to align the specimen in
the microscope.

The HRTEM images do not reveal the atomistic structure of the grain boundary directly.
The atomistic structure of the interface is obtained by comparing a simulated HRTEM image
of a model structure with the experimental HRTEM image. The model structure is then
modified by various criteria until the simulated and observed images match.

The atomistic interface structure of the grain boundary was generated by constructing
two separate crystal slabs with surfaces terminating with (0111)- and (0111)-planes and
putting them together. These two planes are not mirror relate-t in the ot-A120 3 stiucture,
because the stacking sequence of the aluminium atoms along ,ne [0001)-direction has no
mirror plane. Consequently, the stacking sequences of the atomic planes perpendicular to the
(0111)- and the (011I)-planes are different and are: OAIOAIO and AIOOOAI, respectively.
The two slabs comprising the bicrystal can each terminate in different planes which have
different compositions and atom istic environments. For example, at the (0111 ) surface, there
are five possible terminations: three different oxygen terminations and two different
aluminium terminations. The combination of the two slabs to form the bicrystal leads to 25
possible boundary combinations. As unreconstructed pure boundaries which have dipolar
stacking sequences perpendicular to the interface plane are unstable, the number of these
boundary combinations that needs to be considered are greatly reduced. In fact. only one of
these boundary structures is non-dipolar. This model structure was refined until the agreement
between the simulated image and the observed image of the grain boundary was maximised.
This was achieved by using atomistic lattice simulation. In this approach, a potential is used to
calculate the energy and forces acting on the atoms. The potential used is based on the Born
Model I ll of solids and includes a long-range-attractive-Coulombic interaction and a short-
range-repulsive interaction. Ion polarisability is also included via the Shell Model 1121. The
grain-boundary-core structure was then embedded between two pure crystals terminating with
(01 1)- and (011 ]) -planes and the atoms within the grain-boundary core were relaxed until

A B C

Figure 2: Three different starting structures resulting in different relaxed configurations
(larger balls indicate oxygen atoms, smaller balls are aluminium atoms)
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there were no net forces acting on them (mechanical equilibrium). The crystal blocks were
also allowed to rigidly translate perpendicular and parallel to the boundary and the size of the
grain boundary core was increased so that the grain boundary energy had converged. This
approach is encoded in the MIDAS computer program [71. It was found that different relaxed
configurations of the grain boundary could be obtained by using starting configurations which
differed in the relative displacements of the two crystal blocks. For comparison, the structures
of three relaxed boundaries are given in Figure 2 and their energies and excess volumes are
given in Table I. The boundary with the lowest energy of 1.8 Jm"2 (see boundary C in Figure
1), has the highest density of atoms in the boundary (smallest excess volume). The structure of
the present boundary is such that the repulsive short range and Coulombic interactions have
been minimised, and the attractive Coulombic interactions maximised.

structure relaxed energy adhesion energy
( Jm

2
) ( Jm-2 )

A 7.9 1.5

B 2.5 -4.0

C 1.8 -4.7

Table 1: Grain-boundary and adhesion energy of the 3 structures depicted in Figure 2

In order to analyse the complicated interface structures, image simulations of the bulk ma-
terial must first be matched with experimentally imaged regions of the bulk material. This was
done automatically by comparing experimental images of the bulk region with the simulated
HRTEM images of structure C using image processing routines. Digitiged images of both the
bulk region and the interface were Fourier filtered using a program for noise reduction in ima-
ges of internal interfaces. Losses due to Fourier filtering were excluded by calculating the dif-
ference picture of the filtered and unfiltered micrograph and by analysing it with respect to
changes of the image of the interface as an effect of the filtering procedure. The relative
translation of the two crystals forming the grain boundary was determined by measuring the
angles between corresponding points. To get the accuracy of relative rigid-body translation
the two crystal halves were shifted with respect to each other in the computer parallel and
perpendicular to the grain boundary. The simulated HRTEM images of the shifted structure C
indicate that the translational deviation parallel and perpendicular to the interface is
reproduced to better then 0.02nm.

The atomistic simulations described previously provide calculated atomistic grain-boun-
dary structures. These models have the shape of supercells containing the grain boundary and
are periodic in two directions parallel to the interface. For each of the theoretically calculated
model structures the resulting HRTEM image was simulated using optimum thickness and
defocus values. The comparison of the experimental and the calculated image was done by
subtracting the intensity-normalised experimental image and the shift-optimised and intensity-
normalised simulated image (compare Fig. 4). The sum of the pixel intensities was used as a
measure of similarity. The simulated image that showed best fit with the experimentally ob-
tained micrograph is depicted in Fig. 3 (boundary C). As outlined by the kites, all white spots
that are observed in the experimental image are reproduced in the simulated image. Some
minor features of the HRTEM image - especially the interconnections between white spots -
are not reproduced by the simulated image of structure C. To see if these features were intro-
duced by relaxations of the atoms in the boundary when setting up structure C, the simulated
image of the unrelaxed structure of C was generated. The simulated images are compared in
Fig. 4 ( i and ii ) and it can be seen that the relaxation is not the source of the minor differences
between theory and experiment.
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4

Figure 3: Fourier filtered experimental images of the near E 11 grain boundary in an a-
A12 0 3 bicrystal, inset: simulated image resulting from structure C in Fig. 2 at
Scherzer defocus (50nm), specimen thickness - 40 A
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As mentioned above, Kikuchi patterns recorded on both sides of the boundary revealed a
slight misorientation of the two crystals of 0.7 degree. To analyse whether the effect of such a
misalignment of the zone axes on the image contrast is important, a supercell containing the a-
A12 0 3 interface was multiplied by 8 in the z-direction. This huge cell was cut along the inter-
face and afterwards symmetrically tilted about 0.7 degree (0.35 degree each side) in 80 degree
trace inclination to the grain-boundary normal. The contents of the wedge arising from this
procedure was not altered, i.e. it consists of vacuum. New slices perpendicular to the former z-
axis were cut and fed into the multislice program yielding the exit-face wave function of the
tilted structure. The resulting images of the untilted and the tilted model are depicted in Fig. 4.
The only minor effect of tilting on the image contrast is mainly due to the thinness of the in-
vestigated specimen of - 5nm. The importance of this part of the study is, that the degree of
similarity measured in the above mentioned manner slightly increased (3%) with respect to the
unrelaxed, untilted model. This means that the explanation of the minor deviations is pre-
sumable based on this small misalignment in tilt. At present, it is not possible to incorporate
the tilt into the atomistic lattice simulation of model C because the necessary supercell is too
large for the available computer resources.

SUMMARY

The application of HRTEM to tx-AI20 3 bicrystals in conjunction with atomistic calculations of
the corresponding grain-boundary structure is described. A near Y 11 35.20 tilt grain boundary
with the (0111)// (0111) interface was studied. Good agreement between experimentally ob-
served and theoretically calculated HRTEM images was obtained for the most stable structure
(grain boundary energy of 1.8 Jm- 2 ) that was considered. Rigid-body translations parallel and
perpendicular to the interface were reproduced to better than 0.02nm.
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COMPARISONS OF OBSERVED AND SIMULATED ATOMIC STRIU'CTURES
OF Pd/NiO HETEROPHASE INTERFACES

M. 1. BUCKETT, J. P. SHAFFER, AND KARL L. MERKLE

Materials Science Division, Argonne National Laboratory, Argonne, IL 60439

ABSTRACT

High-resolution electron microscopy (HREM) and image simulations using the multislice
algorithm have been used to study the atomic structure of a Pd/NiO (111) interface in an internally
oxidized sample. Samples prepared in this way result in cube-on-cube oriented or twin-related
precipitates whose (I ll) interfaces exhibit a contrast modulation along the boundary plane in
HREM images. Previous studies have reported that the observed structural period of this
modulation corresponds qualitatively to the expected spacing if the boundary was composed of a
network of misfit dislocations. In this study, rigid models of the (i 1) interface as viewed from
the I 1101 direction were simulated using the EMS suite of programs. The questions we address
are: (I) whether the terminating plane on the oxide side is made up of a Ni or an 0 layer, and (2)
whether a rigid body translation normal to the interface exists. Finally, the results of the
simulations are compared and contrasted to through-focal experimental images to investigate the
origin of the contrast modulations and their possible relation to the extent of the misfit localization
in these systems.

INTRODUCTION

Metal/ceramic interfaces are playing an increasingly important role in the development of high
performance materials for new and existing technologies. Despite the wide range of interest, very
little is presently known about the atomic structure and interactions which fundamentally control
the interfacial properties of these systems. Recent high resolution electron microscopy studies of
simple fcc metal/metal-oxides have provided some insight into the question of atomic structure of
heterophase interfaces [1-41. These types of boundaries are readily prepared for HREM by internal
oxidation of an alloy with very low (< a few atomic percent) solute concentration. When annealed
in an appropriate partial pressure of oxygen, precipitation of the solute-oxide phase occurs such
that the low energy interfaces make up the precipitate faces, A low-index cube-on-cube or twin
orientation relation generally develops between the precipitate and matrix, thus making HREM
studies feasible. Metal/metal-oxide interfaces which have been prepared in this way and studied
by HREM include Pd/NiO f'1, Cu/NiO I11, Ag/CdO 121, Pd/MgO 131, Cu/MgO 131. Cu/A120A (1.
and Nb/A12 03 151. Other than in our own studies [6), HREM image simulations of fcc metal/metal-
oxide systems have been performed only for Ag/CdO and Cu/MgO. For the Ag/CdO case, it was
concluded that the (111) interface was incoherent. For the Cu/MgO case, it was concluded that
the (I 11) interface was partially coherent, being made up of a network of misfit dislocations.
Both studies, however, provided only limited qualitative comparison of experimental to simulated
images to support their conclusions.

The objective of the present study is to provide detailed comparisons of experimental to
simulated HREM images of the (11l) cube-on-cube interface in Pd/NiO viewed along the 1101
beam direction in order to evaluate the local atomic arrangements as well as the local defect
structure, specifically addressing the question of coherence across the interface. The questions of
whether the boundary plane on the oxide side is terminated with an oxygen or a nickel layer and
whether a rigid body translation exists normal to the boundary (volume expansion) are addressed.
HREM simulations for a number of cases were performed: (1) rigid model with an oxygen plane
as the terminating layer on the oxide side and no expansion normal to the interface; (2) rigid model
with a nickel plane as the terminating layer on the oxide side and no expansion normal to the
interface; (3) rigid models with an oxygen termination layer on the oxide side and with 0%. 5%,
and 10% expansions of the (I 1l) plane spacing at the interface. For comparison, simulations of
rigid models (oxygen terminated, no relaxations) of the higher misfit Cu/NiO and Cu/MgO 0 11)
interfaces were also performed.

EXPERIMENTAL

A Pd-0.03Ni (at%) alloy was heat-treated in air at 1273 K for 3 li to produce NiO pre-

Mat. Res. Soc. Symp. Proc. Vol. 295. ' 1993 Materials Research Society
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cipitates sufficiently large for HREM investigation. Additionally, the samples were equilibrated in
an Ar -0.02% 02 atmosphere for 17 - 24 hr and slow-cooled to room temperature to minimize the
residual strains. HREM was performed on a JEM4000EX microscope operating at 400 keV.

Image simulations were performed using the multislice routines in the EMS suite of programs
171. A diagram illustrating the periodic supercell used for the simulations is shown in Fip.
I(a),with the dimensions of the supercell being given in Table I. The supercell was built up by
stacking 28 (220) planes on the NiO side and 30 (220) planes on the Pd side. A total of 12,456
atoms were included in the simulation. The parameter dx represents the width separating the two
halves of the supercell. To produce simulations which include volume expansion, this width was
varied by some fractional amount. It was also determined that by allowing a vacuum fraction
equal to one quarter of the total supercell length normal to the interface plane, the problem of
aliasing was sufficiently avoided. Instrumental parameters were as follows: C, = 1.0 mm., ims
focal spread = 8 nm, semi-convergence angle = 0.5 mR, and objective aperature radius = 6 nm-
Debye-Waller factors of 0.005 run for oxygen and 0.003 nm for both Ni and Pd were used. No
absorption corrections were included.

x -y

0 oo o a 0 o 0 o0 o 0 00o 0 aa 0 o 0

00.0 00 0 0 00 0 00 00 a 0 00 o 00 0000. 00oooo•©oooooo~ooeoooooo~ooo~oooc
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0000000 0000 00 00 000 00000000 00
0000 0000000000 0 0000000 000000

(a) (b)
Fig. I a) Supercell used for the multislice calculations. b) Graphic representation of the

projected atom positions at the Pd/NiO interface. Large circles = Pd; small circles -Ni; squares =
0. Shaded regions show where projected planes are in minimum (light) and maximum (dark)
coincidence. x = dimension perpendicular to interface; y = dimension parallel to interface,

The problem of sufficient sampling was considered in detail. A comparison of the sampling
parameters used in the present study to those for the previous work on Ag/ CdO and Cu/MgO is
shown in Table I. In each case it was found that to faithfully reproduce the contrast effects in the
boundary, sampling resolution of at least 0.1 A was necessary. To obtain quantitative information
on the volume expansion, an even finer sampling resolution would be desirable. To achieve these
values, the EMS routines were modified to allow a maximwsi array size of 2048 x 1024.

TABLE I
y Supercell Dimensions (A) Arrgy Si Real Space Sampling (A)

x y x y
Pd/NiO 77.56 71,60 10

2
4x 1024 0.08 0.07

Cu/NiO 71.37 30.07 10
2
4x 1024 0.07 0.03

Cu/MgO 71.94 30.95 10
2
4x 512 0.07 0.06

Cu/MgO[31 64.0 15.5 512x 128 0.12/0.19 0.12/0.18
Ag/CdOf21 46.74 40.25 512x 512 0.14 0.12

RESULTS AND DISCUSSION

The (11) interface on the oxide side is composed of altemating 02. and Ni
2

÷ planes. The
question of whether multislice simulations could determine the identity of the terminating plane at
the interface was explored by simulating both types of structures as outlined in the previous
section. For the oxygen termination, the interatomic distance between the Pd and 0 atoms in PdO
(0.201 am) was used to calculate dx (0.108 nm). For the nickel termination, an average lattice
parameter for the Pd-Ni alloy was used to calculate dx (0.214 nm). Typical results from the
simulations are shown in Figure 2. In each of the through-focal (-10 nm to -140 nm ) and
through-thickness ( 4.1 rnm, 5.9 rim, 7.4 nm, and 8.3 rnm ) conditions, a clear distinction between
the 0-terminated and Ni-terminated interface could be determined. A characteristic feature of the
0-terminated structure is the periodic contrast modulation along the boundary. Using the NiO
( 12) projected plane spacings as a guide (0.256 nm), the periodicity is seen to be broken up into
regions approximately 9 spacings and 5 spacings in length. The result is a strong periodic
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contrast modulation along the interface, which is consistent with the experimental observations-
The Ni-terminated structure gave rise to either a very weak modulation or no modulation in
contrast along the interface. Using quantitative measurement techniques as outlined in reference
[81. we found that the 0-terminated structure perpendicular to the interface also gave a statistically
better match to the through-focal experimental images than the Ni-teiminated structure. A more
detailed description ,f this .;oniparison is given in the next section.

Fig. 2 Comparisons of 0-terminated (left) to Ni-terminated (right) Pd/NiO II 01lA I i, 'C
simulations. Thickness = 8.3 rum. a) -12 nm b) -64 rim. NiO is above interface. Pd is below.

The presence of a rigid body translation normal to the boundary (volume expansion) was
explored by incorporating 5% and 10% expansions in the dx value of the 0-terminated structure
described previously. An example comparison of the experimental observation to the 0% and
10% cases is shown in Figure 3. The volume expansion in each case was determined by using a
linear least-squares fit to the centers of gravity of a set of peak positions ('white dot') or valley
positions ('black dot') on both sides of the boundary. This procedure was repeated for multiple
images within the through-focal series. For the example in Fig. 3 (thickness = 8.3 nm), a
volume expansion of 0.001 : 0.007 run was derived for the experimental images. It should be
noted that the measurement technique could easily distinguish statistical differences between the
0%. 5%, and 10% simulations. These results indicate that essentially zero volume expansion is
associated with this interface when account is taken of the statistical errors of the measurement
itself coupled with the sampling resolution of the simulations. It also illustrates the importance
of sampling to better than 0.1 A for interfacial simulations.

(a) (b)
Fig. 3 (a) Experimental image with 0% volume expansion simulation inset.

(b) Comparison of the 0% simulation to the 10% simulation.

Based simply on geometric considerations [91, pure misfit boundaries such as the ( I I1)
interface in the fcc metal/metal-oxides are predicted to form a network of misfit dislocations with
Burgers vectors of the type b = a/211101 and line vectnrs along <112> directions. This is
illustrated in Fig. 4 for a hexagonal type of network. For two lattices of spacings a, and a2 , the
network spacing (D) is given by D = lbl/lal, where a =(a2 - a,)/(at). In the Pd/NiO system, D is
approximately 4 rnm.
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Fig. 4 Misfit dislocation model based on geometric considerations.

Although HREM and weak-beam dark-field microscopy are standard techniques used for the
general study of misfit dislocation networks, there are inherent difficulties associated with both in
imaging of the (11) interface of pure misfit fcc metal/metal-oxide systems. Even though weak-
beam dark-field imaging will not be addressed in this paper, it should be noted that there are
complications in interpretation which arise when the dislocation spacing is of the same order as
possible moire fringe spacings [t10. Also, the dislocation network spacings in many of these high
misfit systems are below the resolution limit of the technique. The difficulties in the HREM case
arise because the atomic positions in the defect structure are not always projected along atomic
columns parallel to the beam when viewed along [110] (the 'structure image' direction). This can
be clearly seen in Fig. 4. In region R, two sets of misfit dislocations (b = a/2101l I and a/21 101 1)
are present which are inclined to the beam by 30'. Atomic columns are significantly disrupted
perpendicular to the beam. In the region marked W, the misfit dislocations (b = a/2[ 110]) are
parallel (or anti-parallel) to the beam and atomic columns are disrupted only along the beam
direction. If the misfit is highly localized, atomic column resolution should be relatively
unaffected in region W, but quite complex within the region R. At the other extreme, if the
interface is completely incoherent, then the contrast along the boundary would again vary due to
the relative positioning of the atoms. Now, however, the variation would be completely
delocalized along the entire period since only 2 out of 28 projected (111) planes are in alignment
as they cross the interface (See Fig. 1(b)). Consequently, a strict periodicity of length 3.58 nm
should result for this case.

A typical HREM micrograph of the [I10/Y( 11) Pd/NiO interface is shown in Fig. 5. One
characteristic feature is the 9-plane/5-plane periodic contrast modulation along the boundary. A
number of experimental images we have analyzed show this feature - which agrees quite well with
the simulations. Therefore, qualitatively, the rigid model image simulations alone can predict
contrast modulations of this type. Similar types of contrast modulations were also reproduced in
simulations for Cu/NiO (a 4-plane/2-plane modulation of the projected NiO(l 12) spacings along
the boundary) and for Cu/MgO (also a 4-plane/2-plane modulation of MgO). This is in agreement
with the experimental observations of Lu and Cosandey [3) but in contrast to their simulations
(where half the true period along the interface was investigated) and apparently no contrast
modulations were visible until relaxations were put into the structure.

A more detailed comparison was made of the contrast modulations by evaluating an experi-
mental versus simulated through-focal series, as shown in Fig. 6. A series of five images was
analyzed, although only three are shown. Diagonal arrows on the images locate equivalent
positions. The thickness of this sample was determined to be approximately 8.3 nm. First, it can
be seen that the atomic column contrast is strongly affected in the vicinity of the interface. Strain
contrast is clearly observed on the Pd side of the interface (which is perhaps more evident in Fig.
5). Closer inspections of the 9/5 periodicity reveal that it is not strictly adhered to in the
experimental images. The features along the interface in the experimental images is also more
localized in comparison, with regions of confusion separated by regions where features are sharp
and well-defined, as would be expected from the misfit dislocation model outlined in the previous
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section. In addition, certain contrast features which are continuous in the simulations appear to be
broken up in the experimental images ( see, e.g., Fig. 6(c) ). These observations indicate that a
certain degree of misfit localization must exist, and thus we conclude that the interface cannot be
incoherent.

Fig. 5 (Left) Contrast modulations showing the 9/5 grouping. (Right) Same image digitally
compressed. Diagonal arrows mark an entire period. Note strain contrast features and bending
of the lattice planes on the Pd side.

CONCLUSIONS

Detailed comparisions of experimental observations and image simulations of the Pd/NiO
(I11) interface have been performed. In contrast to earlier work, the rigid model atomic structure
simulations could account for the periodic contrast modulations along the interface, making the
observation of this type of interface contrast an insufficient criterion for determining whether it is
incoherent or not. The observation of strain contrast as well as subtle differences in the images in
addition to the contrast modulations lead us to conclude that the interface is partially coherent.
This wrrk also shows that although rigid model simulations can lead to some important insights
into the nature of heterophase interfaces, they fail to give quantitative information on the extent of
the misfit localization. This area must still be developed - most logically beginning with atomistic
calculations of relaxed interfaces. The metal/metal-oxide systems await the development of
appropriate atomic potentials. Calculations of relaxed interfaces between di: 'imilar metals (where
the potentials are known) have already been applied successfully lit), revealing extremely subtle,
but quantifiable, effects due to misfit localization.

The authors wish to thank D. Ricker and A. Huen for their assistance. This work was funded
by the U. S. Department of Energy, Basic Energy Sciences under contract W-31-109-ENG-38.
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(a) defocus = -64 rim (b) defocus = -72 run (c) defocus - -88 run

Fig. 6 Through-focal series of the Pd/NiO [I101/(1 11) interface. Comparison is betweeri
experimental images and oxygen-termninated, 0% volume expansiori simulations. Thickness is
8.3 rim. Pd is to the right of the interface, NiO is to the left.
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ATOMIC STRUCTURE OF 1 = 5 (1301 SYMMETRICAL
TILT BOUNDARY IN STRONTIUM TITANATE

V. RAVIKUMAR AND VINAYAK P. DRAVID
Department of Materials Science and Engineering, and Materials Research Center,
Northwestern University, Evanston, IL 60208.

ABSTRACT

The atomic structure of a pristine (undoped) boundary in strontium titanate has beeni
investigated using transmission electron microscopy techniques. Results of electron diffration
studies indicate a pure tilt boundary with a common 10011 tilt axis. and a tilt angle tt 30.8'.
which corresponds to a Y_ = 5 grain boundary in the Coincidence Site Lattice ((.SL) notation.
High Resolution Transmission Electron Microscopy (HRTEM) indicates a symmeuic tilt grain
boundary with a (130) type grain boundary plane. No cation non-stoichiometry or impurity
segregants could be detected at the interface, within the limits of tile Energy Dispersive X-ray
microanalysis technique used. The grain boundary has a compact core, with negligible plane-
normal rigid body translation (RBT). An in-plane RBT of (1/2)dl3 (1-- 0.62 A") was identified
from the high resolution electron micrographs- An empirical model of the relaxed atomic
structure of the grain boundary is proposed.

INTRODUCTION

It is important to understand the structure-property relationships for grain boundaries ii
materials to be able to tailor grain boundaries to specific needs. The first step tow~ards
correlating the grain boundary structure to properties is to determine the detailed atomic
structure of the boundary. Considerable work has been done on the determination of the
atomic structure of grain boundaries in metals (11. However, there is a paucity of •imilar
studies in oxides. The atomic structure of grain boundaries in oxides is expected to be
different from metals due to complications that arise due to ionicity. presence of electrostatic
potential at the boundary and associated space charge in the vicinity of tile interface. Due to the
processing conditions, quite often there is the presence of a glassy phase at tile boundary 121,
which makes analysis of the grain boundary structure difficult. (traim boundaries in mani,,
binary oxides, notably NiO 131, MgO 141 and AM2 03 151 have been studied in detail. For
example, Merkle et. al. have shown that for tilt boundaries in NiO. the free volume at the
interface core is much less than predicted by lattice static calculations 161, They also found that
the atomic density at the interface was lower due to the introduction of vacancies, buit that there
was not much lattice expansion associated with the interface. Similarly, studies of low energy
interfaces in directionally solidified eutectic oxide systems including NiO-ZrO2 and NiO-Y 201
have also shown that there is negligible lattice expansion adjacent to the interfaces, and that the
interface cores arc compact 171. There is a scarcity of similar studies in ternary oxides. In this
contributionwe present our TEM investigation of the atomic structure of a symmetrical tilt
grain boundary in SrTiO3.

Stroniutim tit in ate is an important electroceraiiic material which, under appropridte
processing and dopant additions exhibits both varistor and Grain Boundary Layer Capacitor
(GBLC) behavior 18-I 11. The presence of electrically active grain boundaries is essential for
these properties to be observed. We have employed bicrystals of Stronttiuni Titanate for thi,
study. TFile atomic structure of a pure utndoped ("pristine") grain boundary has been
investigated using a variety of transmission electron microscopy techniques. ibis provides ihe
basic reference structure, changes to which can be studied as a function of doping and/or
processing parameters. and correlated to electrical and dielectric properties.

Met. Res. Soc. Symp. Proc. Vot. 295. 1 1993 Materiatls Research Society
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EXPERINMEN'IAt PROCEDURE

3111111 discs weire ul trasonitcal ly di I l~ed out of it hicry staitl of SrTio . IF %` Im paiiips we er
made fron the~se discs by thle convectlional sample preparation route - mtechanical thoinning I')
100 4nm, dimpling to less than 10 pill. and ion beamn tiniinlng at liquind n riflOVC' temlpe~tre jieto
Perforation. HRTENM vas perfomnied using a Hitachi H-90(E 300I kV dedicated high resolutiii
electront microscope. Mlicroanalysis was performned using a Hitachi HF-2(0M. a 200) kV cold
field emission TEM equipped with a Link ultra-thin window Energy [Dispersive Spectroscopý
tEDS) detector. The sample was cooled dtown to liquid nitrogen temlperatuire w~hile pelrnioing
the microanalvsi s to reduce contamintation. Multi slice Calcul at ions to si oul~ate highi resolutionl
images were per-formied tising, NMISI 15121 ott aim H ewlett Packard (11 I0F wo~i ~irkstaiitoiv

RESULTS AND) DISCUSSION

Selected art-a electron diffraction pattern I SAEDt analvsis sliiiscd the bicr~si stat to be it

a Pure tilt type, with at comlmonl 100(11 tilt axis and a tilt angle (it 30tvX. This Corresponids to aL
=5 grain houndars in the C'St. notation. Figunre I shlows a schematic ot the mitoirientaitioii

between the graitns and the SAEt) pattern obtained from the bicrvstal.

Fig. 1: Schematic representation of the mitsoneuntation betweenl
tile grains and SALD Pattern from a L=5 boundarsN in SrTiOj

Figure 2 is an HRTEiM of aI typical grain boutndary region in thle samtple, As call be
seen from thle figure, tile botindary is. relatively flat iiver large distances,, with occa siiiial steps
(indicated by arrows). InI between thle steps, tlte boundary is straight and has at compact core
with at periodic repeatinig structural u nit. Onte such region is il ic ated its a box. antd is shtown
at higher magnification in Figure I There are no glassy phases prsn at the boundary Front
the a rran gteme t of the lattice fringes, it cin be seen that this is at ss nilietrical tilt bounidarv
[lie grIat In houndars lplat I C Ln he determni ed ti he of t11310 ty Pe

Beftore determining til e aturiilc aria ngemnent of tile inter) ace, it was tice ssars ito
idetermine whether there were arty chemical inliomtogeneities at the ititerface. IThe coniposito
profile across the grain boundary was determtined ill high spatial resolution (< 5 rnmt by' lt1()15
using a fine probe (7 2 ton I. The probe was positioned itt steps of 5 fill across the interface.
Thie integrated intensities tinder the TiKoA and the SrL peaks were calculated and Figure 4 shows
the Ti:Sr peak intensity ratio as a function of distatnce atcross the iinterface. The v,!rtical bars ont
each tdata poinit intdicate thle error due to experinmental li mltationsý like Cotintinug stati stics. As is
clear from Figure 4, there dfoes not seern to be any appreciable catiotn nonil stoch iometry ait this
pristine hinindarv. within tile limits of this experimiental technique Also. there is tio indilcation)
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b

Fig. 2: A representaltive high resohltion micrograph of the Vý5
boundarv in SrTiOv Arrows indicatet steps along the intert'ace

Fig. 3: A higher magnification view of the btuxed region in Figure 2+ The intertacc
is devoid of tyi pW se. Phand, is j.). composed ot reealting sirmt-mlra) tmld,
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of any impurity segregation to the boundary. Hence the atornic structure ot the boundar, L.an
be expected to be representative of a pristine undoped boundar.,

Ti/Sr peak intensity ratio
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Fig. 4: Ratio of the TiKo to SrL s-ra% peak intenitN as
a function of distance across the biundar,

By analyzing the high resolution micrographs. an in-plane RBT of 1/2)dl ; as
identified. It should be noted that this is jtj5 the projected in-plane RBT perpendicular to the
beam direction, and the component of the in-plane RBT parallel to the clectron beam cannot he
determined in this geometry N. appreciable plane-normial RB'I (lattice expansion) could he
observed. Based on these obs -rvations, an empirical model has bee il proposed , and is shot .n
in Figure 5 (the sizes of the ions are not dras to scale). Thi mn•dcl ifi orrorat,, the RBT

G 1 ...

0 0

Graini * I1.

Grain Bo5,-P i_ • of ile 1 _ undary it . 0'
* 0. .. 0 . I

Gra.n2 , le . "
. 0 . * , o . to
0* 0 ,1 * t, o

Fig. 5: Proposed semi-empirical model of the X=5 hound~tos in SrITiO;
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determined firom the HRTEM images. lons of Sr. Ti and 0 were removed in stoichiometric
amounts (to ensure no residual charges at the boundary) to reduce the crowding at the interface.
using crystal chemistry principles. The unit cells of both the grains (drawn as small squares)
as well as the repeat unit of the boundary (drawn as the large rectangle) are shown in the
figure. The in-plane RBT incorporated into the model is shown as an offset of the solidl line at
the interface,

Multislice calculations were perfornied to simulate high rusolution micrographs using
the empirical model for different thicknesses and defocus conditions, and a reasonable
agreement was found between the experimental and simulated images for a thickness of about
100 A'. One such comparison between the experimental image and the simulated image is
shown in Figure 6. The arrowheads point to similar features in the two images. There are
subtle, yet impc int differences between the two images, and this is probably due to the fact

Fig. 6: Comparison between the experimental (left) and simulated (fight) images.
The arrows point to equivalent features in the two images.

that local individual atomic relaxations have not been incorporated into the model. Currently.
these atomic relaxations are being incorporated using crystal chemisty principles to obtain a
better fit between the simulated and experimental images. Theoretical calculations using static
lattice energy minimization schemes will also be performed to determine the relaxed atomic
structure of this boundary. We expect that this will provide more information regarding the
detailed atomic arrangement at the boundary.

CONCLUSIONS

The atomic structure of • 5 (130) symmetrical tilt boundary in SrTiO3 has been
investigated for the first time using TEM. No appreciable changes in cation stoichiometry
could be observed within the limits of X-ray microanalysis using EDS. HRTEM image
analysis indicates a compact boundary core, with an in-plane RBT of (l/2)d 130, and negligible
plane-normal RBT. An empirical model of the atomic arrangement at the interface has been
proposed which fits reasonably well with the experimental observations. Subtle, yet important
differences between the simulated and experimental images are believed to be due to local
individual atomic relaxation, which was not included in the model. Work is currently
underway to incorporate these relaxations, and also to calculate the relaxed atomic structure of
this interface using theoretical lattice static calculations.
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ASSESSMENT OF GalnAs/GalnAsP INTERDIFFUSION PROFILES
OBTAINED USING STEM-EDX AND HREM

R E MALLARD, N J LONG, G R BOOKER, E J THRUSH* AND K SCARROTT*
Department of Materials, University of Oxford. Parks Road, Oxford. OXI 3PH, UK
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ABSTRACT

We report on an investigation into the interfacial structure of undoped GalnAs/GalnAsP
mu.ltiple quantum wells grown by metalorganic chemical vapour deposition (MOCVD), which
exhibit a pronounced blue shift in luminescence output upon in-situ thermal annealing at 750°C
Using a recently developed composition mapping technique based on the scanning transmission
electron microscope (STEM) in conjunction with energy dispersive X-ray (EDX) analysis, the
constituent element concentration profiles across the interdiffused multilaver interfaces are
measured with a spatial resolution of less than 2nm and a precision of better than 2-3%. The
accuracy of the analysis is significantly improved by employing stoichiometric normalisation
factors which compensate for systematic errors due to electron channelling The results
showed that the interdiffusion follows a highly non-linear path due to the relatively fast
diffusion of the group V species compared to that of the group III species. This implies an
increase in the coherency strain in the multilayer, a result which is supported by five-crystal X-
ray diffraction analysis of the layers The samples have also been examined by high resolution
electron microscopy (HREM) under chemically sensitive imaging conditions. The analysis of
the interfacial chemical profile using HREM must be performed under analysis conditions for
which a known and unique relationship between image contrast and composition occurs. This
condition may not be satisfied in cases in which more than two chemical constituents
interdifflse and the diffusivities of these elements are not equal, as a range of similar lattice
fringe motifs across the interface, representing different "diffusion paths", could occur. The
complementary nature of information provided by HREM and STEM provides a means of
resolving this ambiguity.

INTRODUCTION

The ability to independently vary the bandgap, lattice parameter and individual layer
thickness of multiple quantum wells (MQW) is important, because it enables one to optimise
the performance of devices reliant on the physics of low dimensional structures

GalnAs/GalnAsP is an attractive materials combination for use in the fabrication of mid-
infrared optical devices, because of the inherent flexibility of quaternary alloys with regard
varying the aforementioned parameters, due to the increased number of compositional degrees
of freedom compared to ternary or binary alloys

The compositional abruptness of the interfaces between the well and barrier layers, and the
thermal stability of those interfaces during multistage epitaxial growth, are important factors in
the production of devices such as integrated MQW lasers and optical modulators
Photoluminescence (PL) Rnd High Resolution Electron Microscopy (HREM) have been
important tools in the analysis of the structure of semiconductor MQWs because of their high
sensitivity to the presence of interfacial imperfections However, difficulties arise in the
interpretation of the raw data from these techniques, which are more severe for structures
employing GalnAsP barriers than for those using InP layers for confinement We have
previously shown (1) that the luminescence wavelength of GaInAs/GalnAsP MQWs may be

shifted by thermal annealing at temperatures as low as 650'C, and furthermore, that the
direction in which this shift occurs is sensitive to the relative amounts of group Ill or group V

Mat. RA*. Soc. Symp. Proc. Vol. 205. ct993 Matedals Research Society
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interdifflsion, As a result, photoluminescence itself cannot be used as a reliable means of
measuring the interdiff-usion coefficients of the elements in the MQW Likewise, an ambiguity
can arise in the interpretation of HREM images of interfaces in the system We have recently
developed a Scanning Transmission Electron Microscope-Energy Dispersive X-ray (STEM-
EDX) technique for the determination of the compositional profiles of compound
semiconductor interfaces which circumvents these problems. In this paper, we demonstrate the
application of the technique to the study of GaInAs/GalnAsP MQWs, whereby the contrast
ambiguity in HREM images has been resolved by providing a complementary analysis of the
definitive path along which interdiffusion proceeds

EXPERIMENTAL

A GaInAs/GalnAsP MQW laser structure, consisting of a I1Mm layer of InP, followed by
0.21.m of Ga 2 1In 7 ,As 45 P 53, a 6 period undoped MQW of 7nm of Ga47 ln 53As wells confined
by llnmm Ga 21ln,-,As 4 5P55 barriers, a further 02A.m of Ga 2 1ln.1As4OP,5 . and a 0 lIm InP
capping layer, was grown on (100) S-doped inP by metalorganic chemical vapour deposition
(MOCVD) at a temperature of 650'C The entire structure was nominally lattice-matched to
InP. Half of the wafer was then subjected to a second growth stage, during which a further
Ipm of InP was deposited and the sample annealed in the reactor under a PH, ambient at

750'C for Ihour.
The structure of these samples was assessed by a variety of analytical techniques, including

room temperature PL, electron microscopy, five crystal X-ray diffraction in the Philips HRI
diffractometer, and STEM-EDX. Cross sectional HREM was performed in the JEOL 4000EX
microscope with an information limit of approximately 0 l3nm. and image simulations in
support of this analysis were carried out using EMS (2) The STEM analysis was performed in
a VG HB501 instrument equipped with a high brightness field emission source, using a I 5nm
convergent probe, as described elsewhere (3) Briefly, the technique consists of the acquisition
of spatially resolved EDX compositional maps of the X-ray emission from a cross section of the
MQW. The electron beam is moved across the MQW region of the sample in a stepwise
fashion along successive lines, to build up a rectangular analysis region, with a dwell time per
analysis point of I QOms. The simultaneously measured X-ray intensity, characteristic of each of
the elements present in the sample, at each analysis point, is processed using a quantitative
analysis routine, by which the X-ray intensity maps are converted to elemental concentration
maps, with a spatial resolution determined by the electron probe size Average compositional
linescans across the MQW interfaces are derived by integrating, along the direction parallel to
the interfaces, the signal from successive scans.

RESULTS

The photo]uminescence wavelength of the MQW was measured before and after the
overgrowth and annealing schedule. This analysis showed that the thermal treatment induced a
blue shift in luminescence of 131nm. which implies that significant amounts of layer
interdiffusion in the quantum well region had occurred This hypothesis was confirmed by
cross sectional Transmission Electron Microscopy (TEM) of the samples. In the TEM, the
(200} scattered intensity is approximately five times greater in the GaInAsP layers than in the
GalnAs layers for a specimen thicknes, f approximately 18nm The HREM image contrast of
the MQW before and after annealing, shown in fig I, is therefore characterised by a (200)
square fringe motif in the quaternary barriers, and diagonal 1220) fringes in the ternary wells
The position of the interface is distinguished as the line along which the image contrast changes
between these two characteristic motifs It is evident in the case of the as-grown material, in fig
Ia, that this transition occurs abruptly across a single monolayer, indicating a high degree of
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Fig 1: (001] HREM images of(a) as-grown and (b) overgrown and annealed GalnAs/GalnAsP
MQWs, at a specimen thickness of approximately 18nm and at extended Scherzer defocus

1.0 ---*- -r- - -S.oC - , . , . , • • • , .

0.8-08
00,8

0.4 0.4

0.2 0.2

0.0 .0.0
1.0 1.0

0.8 0.8 - annealed
inO,60.8 no"s....,.*0.. ,

"0.4 0.4

0.2- 0.2

0.0 * 0.0
S 0o 20 30 40 60 80 0 1o 20 30 40 50 60

Distance (nan) Distance (nm)

Fig 2: Concentration variations across two periods of the as-grown and annealed MQW.

interfacial chemical abruptness The 1220) fringes characteristic of the GalnAs are much less
distinct in the annealed case in fig lb, and the distance across the interface over which change
between the two motifs occurs is approximately 10 monolayers, giving a first order
measurement of the degree of layer interdiffusion induced by the annealing procedure.
Conventional (200) dark field TEM analysis of the samples yields a similar result, in which the
as-grown interfaces are chemically abrupt to within the resolution of the technique, of
approximately 05nm, and the annealed interfaces have a width of approximately 3nm

Compositional linescans across the interfaces of the as-grown and annealed samples are
shown in fig. 2. The data have been normalised by setting the sum of the concentrations of the
elements residing on each of the FCC sublattices to one, which we term the stoichiometric
normalisation. This procedure is used to compensate for systematic errors in the analysis due
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to the wide variations in relative X-ray yield between chemical groups of elements residing on
different sublattices, which occur as a result of the phenomenon of electron beam channelling
during the STEM analysis (4). The interfacial width, measured as the distance over which the
concentration change is 20% to 80% of the total concentration change at the interface, is 2nm
in the case of each of the elements in the as-grown sample. This value is large in comparison to
the interfacial width measured by TEM because of the finite STEM electron probe size, and
because of beam broadening effects in the specimen. The annealed interfaces are much more
diffuse: the Ga and In interfacial widths are equal to 3nm and those of the group V elements,
equal to 4nm. Similar values are obtained if the measurement of the interfacial widths is made
directly from the measured X-ray intensity variations across the interfaces, rather than from the
normalised concentrations. This result demonstrates that the diffusion of the group V species
proceeds more rapidly than that of the group HI species, which is in agreement with previous
studies of undoped GaInAs/GaInAsP multilayers (5,6). In both the as-grown and annealed
sample average linescan analyses, the measured non-normalised elemental concentrations in the
quaternary material away from the interdiffused regions are accurate to within 5 atomic percent
of the nominal values. The agreement between nominal and measured values is improved to
2% after employing the stoichiometric normalisation, with a precision of the order of 2%

DISCUSSION

In an interdiffused GalnAs/GalnAsP heterostructure, preservation of the group Ill/group V
stoichiometry (ignoring changes in the vacancy and interstitial concentrations, and noting that
no precipitates were observed by TEM) requires that elements within each FCC sublattice
diffuse at the same rate, as indeed has been observed. In addition, the unique interdiffusion
path along which there is no deviation in lattice matching is that in which all of the constituent
elements have the same diffusion constant, since the "parent" binary compounds comprising the
layers have different individual lattice parameters In our analysis, group V interdifthsion which
is faster than that of the group Ill elements therefore results in an increase in coherency strain in
the MQW. Conversion of the quantitative STEM concentration measurements in fig 2 to
lattice parameter, using Vegard's law as in fig 3, indicates that the as-grown MQW is indeed
close to lattice matched, and that in the annealed sample there is a tensile misfit in the well
layers of approximately 0 4%, and a compressive misfit in the barrier layers of approximately
0.2%. This observation is supported by X-ray diffraction analysis of the MQWs, in which the
sattelite peak intensities of X-ray rocking curves increase as a result of the annealing procedure.

Ourmazd et al (7) have demonstrated the application of a lattice fringe pattern recognition
algorithm to the chemical mapping of GaAl(,.)As/GaAs and CdTe/HgTe interfaces. It was
reported that the change in character of the lattice fringes could be linearly related to a single
compositional variable, that is, to x in Ga,Al(.,)As, in the former case, and to the Cdi-fg ratio in
the latter case. The legitimacy of such an analysis is critically dependent on the accuracy with
which the local lattice fringe periodicity and intensity can be related back to the absolute
composition. In the present experiment, the STEM data clearly indicates that the extents of the
group III and group V interdiffusion are not identical. This result shows that the assumption
that the interdiffusion proceeds along a lattice matched path, which would be required to
reduce the problem of the modelling of the interdiffusion profiles to a single diffusion
coefficient, is not valid.

Simulated HREM images of abrupt and diffuse GalnAs/GalnAsP interfaces, corresponding
to the experimental conditions used in obtaining fig 1, are shown in fig 4. The group V
elements occur at the corner FCC sublattice positions of the model unit cells (and the group III
atoms at positions displaced from the group V sites by 1/4 of a unit cell body diagonal). Under
these analysis conditions, GaInAsP has an anion-type contrast (bright spots centred on columns
of group V atoms), whereas bright spots are centred on columns of both group III and group V
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Fig 3: Variation of deduced relaxed lattice parameter with distance across as-grown and
annealed MQWs. The lattice parameter variation with and without a normalisation of the data
to correct for electron channelling effects in the microscope is shown, and demonstrates a
remarkable improvement in the precision of the analysis using the stoichiometric normalisation.

group V

group il1

rierffce e

Fig 4: Simulated -REM images of GalnAs/GalnAsP MQWs, all corresponding to a specimen
thickness of 18nm and a microscope defocus of-50nm. The ternary material is at the top of the
simulated images, and the quaternary, at the bottom (a) theoretical atomically abrupt interface.
(b) simulation based on the experimental STEM data from the analysis described in fig 2,
neglecting atom displacements due to coherency stresses (c) simulation based on identical
error function diffusion profiles for all elements and an equivalent amount of interdifTusion as
that observed for the group V constituents in (b) (d) difference between simulations (a) and
(b), with enhanced contrast (e) difference between simulation (c) and one in which the
tetragonal displacements are included in the model interdiffused multilayer.

atoms in the GainAs regions. In the case of a perfectly abrupt interface, fig 4a, we observe a
sharp transition between these contrast motifs, as observed in the experimental image of fig Ia.
Fig 4b is a simulated image using the concentration variations across the interfaces derived
from the experimental STEM data of the annealed sample shown in fig 2 (but with a reduced
distance scale across the interface, and for the moment neglecting the displacement of the
atomic planes in the annealed sample due to diffusion along the non-lattice matched path). Fig
4c is a simulation of a diffuse interface having error function shaped concentration profiles, in
which case the interdiffusion coefficient is identical for all four elements, and equal to that
determined for the group V elements in fig 4b. Both simulations exhibit a gradual transition
from (200) to (220) contrast across the interfaces, again in qualitative agreement with the
experimental results. The calculated difference between the abrupt simulation in fig 4a and fig
4b, bl iwn in fig 4d, demonstrates that the change in motif is due to variations in intensity of the
image contrast centred on the group III atom columns However, the difference between the
two diffuse simulations, representing different "compositional paths", is virtually negligible, and
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can only be observed when the image contrast is expanded beyond the range which would be
observed in an experimental image due to noise restrictions,

One manifestation of the observed unequal diffusion rates between atoms of different
sublattices, as fig 3 shows, is the introduction of a varying degree of tetragonal distortion along
the growth direction of the MQW. Including the displacement of the atoms in the MQW due to
the lattice parameter modulation in our image simulation of the annealed MQW, produces a
corresponding displacement of the lattice fringes in the image. This is evident in fig 4e, which
shows the difference between simulated images based on compositional changes only, as in fig
4b, and the same data including lattice strain. In principle it may thus be possible to determine
the degree of the departure from the lattice matched diffusion path by the extent of the
displacement of the lattice fringes from their expected (i.e. lattice matched) positions. The
integration of this information with that obtained using an HREM pattern recognition algorithm
might then be used to more fully describe the interdiffusion behaviour of multilayer systems
with more than one compositional variable. It should however be pointed out that such an
analysis necessitates the consideration of the effects of the relaxation of the coherency strains at
the thinned specimen surfaces, which would lead to another superposed displacement of the
atoms in the samples and lattice fringes in the image (8).

CONCLUSIONS

We have demonstrated the application of high resolution energy dispersive X-ray analysis in
the STEM to the problem of measuring chemical interdiffusion profiles in undoped
GaInAs/GaInAsP MQWs. This analysis has shown that the extent of the interdiffusion in
MQWs annealed at 750'C is greater for the group V elements than for the group Ill elements,
and that this difference results in the incorporation of increased coherency strain in the material.
This behaviour is consistent with the observation of a blue shift in luminescence output upon
annealing. The implication of this result for HREM analysis of interfaces is that the image
contrast cannot unambiguously be related to a particular composition in the interfacial region,
without prior knowledge of the relative group Illigroup V diffusion rates
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ABSTRACT

The crystalline structure, the morphology and the chemistry of small Ag particles
vacuum-deposited on preheated MgO microcubes were characterized by in situ and
ex situ electron microscopy and surface analysis techniques. Observations were
made of the nucleation and growth of Ag clusters on MgO surfaces and along
surface steps. It is found that Ag particles deposited onto clean MgO crystals have
an epitaxial orientation relationship of (l00)AgII(100)MgO with [1l00]Agl[100]MgO.
Prior to air exposure Ag particles are stable under the electron beam but they become
unstable upon exposure to air. During electron irradiation on air-exposed samples
terraces are formed on the surfaces of MgO cubes, preferentially near Ag particles
and at their interfaces with the substrate. The stability of vacuum-deposited Ag
particles and the growth of the terraces on MgO microcubes seem to depend on air
exposure of the sample.

INTRODUCTION

Metal particles and surfaces are significant to heterogeneous catalysis. It is
therefore important to establish their local structure, surface rearrangements and
interactions with the substrate. Model catalysts consisting of small metallic particles
vacuum-deposited onto oxide supports have been of interest recently [1, 2]. The
growth mechanisms and the morphology of small metallic particles as well as their
crystallographic relationships with respect to the oxide support have recently been
investigated by electron microscopy techniques [1, 21.

Silver particles are well known to exhibit catalytic properties and are extensively
used as catalysts in several oxidation reactions [3]. Epitaxial growth of Ag on
vacuum-cleaved MgO (100) surfaces has been reported [4]. Silver evaporated onto
untreated MgO smoke crystals, however, showed no epitaxial growth instead surface
reactions were observed [5]. The epitaxial growth, being intrinsically a surface
phenomenon, is significantly influenced by the state of substrate surfaces and other
deposition parameters. In this paper we employ both in situ and ex situ electron
microscopy and surface analysis techniques to characterize the epitaxial growth of
Ag clusters deposited, in situ, onto preheated MgO microcubes.

EXPERIMENTAL METHODS

MgO microcubes were produced by burning a pre-cleaned Mg ribbon in air and
collected on a molybdenum microscope grid covered by a holey carbon film. The
sample was then introduced into the UHV specimen preparation chamber attached to
the UHV STEM. The samples were annealed at 7000 C for 5 hours in the UHV
chamber. At the end of the annealing the chamber vacuum pressure was less than
3x10- 10 torr. Silver deposition was performed in situ by condensing an atomic beam
(- 7xlOll atoms/cm- 2 s-1 ) generated by a water cooled Knudsen cell. During
deposition the chamber vacuum pressure was kept below 4x10 10 torr. A total
deposit of 8x 1014 Ag atoms/cm- 2 was evaporated onto MgO microcubes.

In situ characterization was performed in the Vacuum Generators HB501S UHV
STEM, codenamed MIDAS (Microscope for Imaging. Diffraction and Analysis of
Surfaces). Detailed descriptions of the MIDAS system were published elsewhere [6].

Mat. Res. Soc. Symp. Proc. Vol. 295. '1993 Materials Research Society
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Fig. 1. (a) HAADF image of Ag particles in situ deposited onto MgO microcubes and (b) Ag
MNN Auger electron spectrum obtained from the MgO cube shown in Fig~la

Secondary electron ir .,ng and high-angle annular dark-field (HAADF) imaging
techniques were used to examine the distribution and the morphology of small Ag
particles. The nanodiffraction technique was used to identify the orientations of Ag
particles and their crystallographic relationships with MgO supports. High spatial
resolution Auger electron spectroscopy and microscopy techniques 171 were also
used to analyze the surface properties of the AgIMgO model catalyst. All images and
Auger spectra were acquired digitally. After in situ characterization the samples were
taken out of the UHV chamber for ex situ HREM characterization in a JEM 4000 EX
electron microscope, operating at 400 kV with an image resolution of 0.17 nm.

RESULTS AND DISCUSSION

In Situ Characterization

Figure I a shows a HAADF image of Ag particles deposited on preheated MgO
microcubes at room temperature. It can be seen that small Ag particles are uniformly
distributed on the MgO surface with sizes in the range of 1-5 nm in diameter. Figure
lb shows a Ag MNN Auger electron spectrum obtained from the MgO cube shown
in Figure Ia. It took about 5 minutes to collect this spectrum. Because of the high
probe energy and relatively thin sample the peak to background ratio is extremely
high. Oxygen KLL and magnesium KLL Auger spectra were also obtained with high
peak to background ratio. The high quality of Ag, 0 and Mg Auger spectra and the
fact that no observable carbon Auger peak was detected from this MgO cube.
indicate that clean surfaces of MgO microcubes have been obtained with heat
treatment (700°C for 5 hours) of the sample in the UHV chamber.

The crystallographic orientations of these deposited silver particles were
examined by obtaining nanodiffraction patterns from Ag/MgO cubes with a probe
size about 1-1.5 nm in diameter. Figure 2a shows such a nanodiffraction pattern
obtained from a small Ag particle indicated by A in Figure Ia. One can see that the
MgO cube is in the [110] orientation. The diffraction spots ori~ginating from Ag
particles overlap those of MgO support for low order reflections since the difference
in lattice constants between MgO and Ag is only about 3%. The determination of
lattice constants by the nanodiffraction method is accurate only to within about 6%
because of the finite spot size, due to the convergent beam illumination, the uneven
intensity distribution within a spot caused by coherent illumination and distortion of
the pattern introduced by the recording system. The intensity of the diffraction spots,
however, changed when the electron probe was positioned on/off the Ag particle.
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Fig. 2. Nanodiffraction patterns showing the epitaxial growth of Ag particles in situ
deposited onto preheated MgO cubes: (a) [110] zone axis and (b) 1100] zone axis.

This indicates that the Ag particle is in epitaxy with the MgO cube. Nanodiffraction
patterns obtained from other Ag particles by scanning the probe over the whole
MgO cube were similar to that shown in Figure 2a, suggesting that all the Ag
particles have the same orientation and they are all in epitaxy with the MgO
substrate. Figure 2b shows another nanodiffraction pattern obtained from a small Ag
particle on a MgO cube oriented to the [100] zone axis. Again this nanoditfraction
pattern shows that the Ag particle is in epitaxy with the MgO support. After
examining many nanodiffiaction patterns we concluded that Ag particles vacuum-
deposited onto clean MgO microcubes have an epitaxial orientation relationship of
(Thi)Ag th(Irs)Mgx with tl0eJAdIIalOOiM 0n

Spectroscopic images are formed y p collecting energy-selected Auger electron
signals. Figure 3 shows a Ag MNN Auger peak (nominally 350 eV) image of Ag
particles supported on a big MgO cube. Ag particles as small as 2 nm in diameter are
clearly resolved. With the use of an intensity ratio method Ag clusters containing as
few as 15 atoms have been detected [71. These nanometer resolution Auger electron
images have proven very powerful for yielding information about the distributions of
surface species. No silver oxides were detectind by nanodiffraction and Auger
imaging techniques. The Ag growth on clean MgO seems to follow the Volmer-
Weber or'island growth' mode.

Figure 4a shows a secondary electron image of Ag deposited on a big MgO cube
at a substrate temperature Ts = 373 K. The Ag particles seem to be randomly
nucleated on the MgO free surface (lower part of Figure 4a) with particle sizes
ranging from 2-6 nm in diameter. MgO surface steps are, however, decorated with

Fig. 3. Ag MNN Auger peak image of small Ag particles supported on a big MgO cube.
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Fig. 4. SE images of Ag particles in vitu deposited onto MgO cubes at Ts 373 K revealing
random nucleation of Ag on free surfaces (a) and preferential nucleation at the lower
part of MgO surface steps (b).

Ag particles as shown more clearly in Figure 4b. Therefore, silver preferentially
nucleated at MgO surface steps when deposited at Ts = 373 K. Several unique
features should be noted. First, Ag particles are preferentially formed at the lower part
of MgO surface steps (indicated by A in Figure 4b) and a denuded zone exists near
the steps. This is a result of the competition between nucleation on terraces and
capture by the nearest nuclei and surface steps. Nucleation is depressed in denuded
zones. The width of the denuded zone (Lc) was estimated to be about 8.5 nm. For
terraces with a width L > Lc Ag particles were formed on the flat terraces as shown
clearly in Figure 4a (indicated by B). Secondly, the size and spatial distribution of Ar
particles formed at surface steps are different from these formed on free surfaces. This
phenomenon is related to the nucleation and growth mechanisms of Ag at surface
steps and on MgO free surfaces. A related consequence of this nucleation and
growth precess is the quasi-periodic spatial distribution of Ag clusters along surface
steps (Figure 4b) as opposed to the random spatial distribution of Ag particles on free
surfaces (bottom part of Figure 4a). Detailed discussions of the nucleation and
growth processes of Ag on MgO will be reported elsewhere.

It should be mentioned that Ag particles epitaxially grown on clean MgO
surfaces were stable under electron beam irradiation prior to air exposure. After the
sample was exposed to air for a few hours, however, the Ag particles were no longer
stable in the UHV STEM and they were even evaporated under electron beam
irradiation.

Ex Situ Characterization By HREM

The Ag/MgO sample was exposed to air for about 48 hours before HREM
observation. Figure 5a shows a profile view of Ag particles on the edge of a MgO
cube oriented to the [0011 zone axis. Small Ag particles are clearly in epitaxy with
the MgO support with the (200) fringes parallel to the corresponding MgO fringes. It
should be noted that the Ag particles are separated from the original flat interface by
terraces with fringe spacings and orientations exactly like these of the MgO cube.
Figure 5b shows another HREM profile image of two Ag particles on the edge of a
MgO cube tilted to the fI 101 zone axis. Again the Ag particles are in perfect epitaxy
with the MgO support and terraces are formed underneath the particles. The profile
of the Ag particles consists of two I 111)1 and two 11001 faces. Based on the above
observations it is concluded that the Ag particles have a half cubo-octahedral shape
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Fig. 5. HREM profile images show epitaxial growth of Ag particles on clean MgO cubes: (a)
[001] zone axis and (b) [1101 zone axis.

in the (100) epitaxial orientation.
From Figures 5a and 5b one can deduce that the terraces separating Ag particles

and MgO cubes may have a square-like shape. In order to investigate the origin of
these terraces HREM images of the sample exposed to air for different periods of time
were obtained. Figure 6 shows a pair of HREM profile images of Ag particles on the
edge of a MgO cube with incident beam aligned in the [0011 direction. This is the
same sample as that shown in Figure 5 except the sample had been exposed to air for
about 3 months before observation. Figure 6a shows small Ag particles sitting on
terraces which are connected to the MgO cube. The terrace widths are much broader
than these shown in Figure 5. Furthermore, the small Ag particles were not stable and
they disappeared under electron irradiation as shown in Figure 6b, a HREM image of
the same area as that shown in Figure 6a recorded about 20 minutes later. Not only
have the Ag particles disappeared but also the terraces have grown much wider. By
analyzing many HREM profile images of MgO cubes exposed to air for different
periods of time it is found that the stability of vacuum-deposited Ag particles
decreases with air exposure and that the growth rate and the total growth of terraces
near and underneath Ag particles increase with air exposure. It should be noted that
the lattice fringes of the terraces are in perfect alignment with these of the MgO cube
and that the fringe spacings of these terraces are exactly the same as these of the
MgO within experimental error. A similar type of terrace growth under electron beam
has been observed on Au/MgO system [8]. It is suggested that the formation of the
terraces results from the decomposition of Mg(OH)2 formed during air exposure of
MgO surfaces. Our results reported here also indicate that MgO surfaces are modified
upon exposure to air. It appears that Ag particles enhance the nucleation and growth
of MgO terraces under electron beam irradiation, probably due to a catalytic effect.

In summary, Ag epitaxially grown on clean MgO microcubes were characterized
by both in situ and ex situ electron microscopy techniques. Vacuum-deposited Ag
particles have a half cubo-octahedral shape with an epitaxial orientation relationship
of (100)Agl9(1000)MgO with [ 100]AgllO 100]MgO. Preferential nucleation of Ag particles
along MgO surface steps was observed. Vacuum-deposited, epitaxially grown Ag
particles are stable in the UHV STEM. Upon exposure to air, however, Ag particles
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Fig. 6. HREM images show the growth of terraces on a MgO cube and the disappeanng of
Ag particles under electron beam irradiation.

become unstable under electron beam irradiation and MgO terraces are formed near
and underneath Ag particles. Further experimental results are needed to explain the
effects of small metallic particles on the formation of the MgO terraces and their
interactions with the MgO support.
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ABSTRACT

Online video recording with a high-resolution electron microscope has been used to study
real-time atomic events occurring at cadmium tellunde surfaces over a range of temperatures
from 27°C to 5000(7. Using the profile imaging mode of observation. different types of surface
activity hsve been documented on (001), ( I 11) and (110) surfaces. For example, the (001)
surfaces displayed reversible phase transformations between 2x I and 3x I reconstructions at a
transition temperature of about 200'C. The ( 11) surfaces exhibited sublimation by a ledge
mechanism that depended upon the terminating surface: layer-by-layer removal invariably
occurred for ( 10) surface terminations whereas bilayer removal was usually seen for
terminations by (100) surfaces. Finally, the (110) surface rearranged by a hopping mechanism.
but no substantial loss of material was observed.

INTRODUCTION

Dynamic surface processes can be observed on the atomic scale with the high-resolution
electron microscope (HREM) operated in the surface profile imaging geometry I 11. Farly work

- in the field relied on the imaging beam to activate the crystal surface 12, 31 but a considerable
drawback of the method was the lack of temperature control. It was also possible that the beam
altered the surface and near-surface structure by other means, which could include desorption.
dissociation and sublimation. In the absence of well-defined surface preparation methods and a
well-controlled local environment, reproducibility of results was also considered to be a
problem. By using a heating holder to regulate the sample temperature, those processes that are
genuine thermal effects can be differentiated from those that are beam-induced artifacts.

Dynamic viewing and online image recording has been successfully used in recent studies
of interfacial reactions in semiconductors 141. However, unlike these interface studies, in order
to study genuine surface processes, special steps must be taken to ensure that the surface of the
sample is free of contamination or oxide layers. This condition can be met by cleaning the
sample in situ within an ultrahigh-vacuum (UHV) environment. It is well-known that, under
such conditions, semiconductor surfaces are liable to reconstruct to equilibrium configurations
as a result of dangling bonds and surface free energy 15). In the particular case of the CdTe
(001) surface, we have previously observed a reversible phase transition between (2xI) and
(3x 1) reconstructions [61.

In this study, we have concentrated upon dynamic processes occurring on clean CdTe
surfaces under controlled temperature conditions. With assistance from online video
recordings, we have observed and documented surface processes at different temperatures
using a specially modified UHV HREM (7j. We describe here in some detail the different
mechanisms that occur on low-index CdTe surfaces and the dependence of these mechanisms
on temperature. A brief account of some of this work has been previously published 18).

EXPERIMENTAL DETAILS

A single crystal of CdTe in the I 1101 orientation was mechanically thinned to a thickness of
about 20 microns, and then ion-milled to perforation using argon ions with energies of -4keV
at an incident angle of about 15*. Observations were made with a Philips-Gatan 430ST HREM
that had an interpretable resolution of slightly better than 2.0A at an operating voltage of 3O0kV
[71. The microscope was modified to provide a vacuum of -2-3x 10 ,9 torr at the specimen level
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after column bake-out by using a completely novel specimen chamber and adding considerably
to the pumping capacity. The single-tilt specimen heating holder could provide temperatures to
beyond 1200MC. although 500°C was the maximum used for these particular studies of CdTe.
Typical electron-optical magnifications were 750,000 or 900.000 times. with a Gatan 622 TV
camera available for additional image viewing and recording of dynamic surface events. Video-
recordings were edited by surface, enabling the prevailing mechanism(s) to be followed as a
function of temperature. Unless noted, the images shown here were all taken directly from the
videotape recordings.

RESULTS

The clean CdTe surfaces displayed several different rearrangement processes: it had been
observed previously that the frequency of these rearrangements was related to temperature but
no detailed study had been made 181. Our major objective in this study was to systematically
classify the different surface motions. It was found that these could be conveniently categorized
according to surface,

A. Ledae sublimation on the I11l1) surface.

The (I 11) surface was observed to rearrange by a ledge sublimation mechanism. Layer-by-
layer sublimation was observed starting from the ( 110) surface, with atomic columns being
removed by rows. At a temperature of 380*C, the atomic columns were desorbing rapidly. with
one entire row of columns being removed from the field of view in approximately two
seconds. Figs.la)-lc) . recorded at 380*C over a time interval of approximately 5 seconds,
show examples of this sublimation originating from the (110) surface at the bottom right of the
field of view. At 230 0 C, the atomic columns were removed at much slower rates with one row
typically being removed in approximately ten seconds. It was interesting that, once the process
of desorption was initiated, the rest of the row was removed very rapidly.

Fig. I. Profile images showing removal of the (I ll) surface, layer-by-layer, in a process
initiated from the (110) surface at bottom right. Images recorded at a temperature of 380°C
over a time interval of approximately 5 seconds.
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When the (I I I ) surface row was instead terminated by a reconstructed (001) surface,
bilayer sublimation was invariably observed with two layers of atomic columns being removed
at a time. At 380°C. the layers of atomic columns on the (I 11) surface were clearly desorbing
at a much slower rate than those observed originating from (110) surfaces. The rate observed
was approximately two atomic pairs per second whereas, at 230°C, the rate of removal was
slowed down to approximately one atom pair every second. Figure 2. which shows a series of
four images recorded at 230°C over a time interval of approximately 15 seconds, represents a
good example of this bilayer sublimation process.

Finally, it should be mentioned that no examples have been documented where the process
of sublimation of the (I 1) surfaces was not initiated from either the (110) or (001) terminating
end of the surface.

Fig. 2. Profile images from videotape showing bilayer rr noval of atomic columns from the
(I 11) surface when the ledge sublimation process is -,iginated from the reconstructed
(001) surface. Images were recorded over a time interval of approximately 15 seconds with
the sample at a temperature of 230°C.

B. Surface hooping on (110) surfaces.

The (110) surface was observed to rearrange primarily by a hopping mechanism. This
motion was very rapid at higher temperatures: at 380WC, and rows of atomic columns were
being displaced at approximately three second intervals. The profile images in Fig. 3. recorded
over a period of about ten seconds at 380°C, show examples of this ( 10) surface hopping. In
comparison, when the crystal temperature was reduced to 140°C, there was effectively no
residual surface motion.
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Fig. 3. Profile images of the ( 110) surface, recorded at 3W0°C over a time interval of about ten
seconds, showing examples of the prevailing phenomenon of surface hopping.

C. Reconstructions on the tOOl) surface.

The (001) surface reconstructed to either a (2x I) or a (3x I) surface depending upon the
sample temperature 161. At 380°C, motion occurred very rapidly, atomic columns were being
rearranged at the rate of 2 or 3 times per second, and no long-term or stable reconstructions
were observed. At 230°C, the surface was less active, with atomic columns being rearranged at
approximately one second intervals. Fig. 4(a) shows an example of the (001) surface at 230°C.
The (3xl) reconstruction was predominantly visible at this temperature. although the (2x 1
configuration could also be seen in some places. For comparison. Fig. 4(b) shows the (001)
surface at 140'C: it obviously consists primarily of (2x]) reconstructions. It was observed that
some limited motion still occurred at this temperature. At 33°C, the (2x 1) surface reconstruction
was predominant, the surface was stable, and no motion was seen.

DISCUSSION

The objective of this study has been to characteriie the dynamic processes occurring on
clean CdTe surfaces at elevated temperatures under UHV conditions. With careful control of
the sample temperature, we have observed three distinct mechanisms by which low-index
('dTe surfaces rearrange: a) ledge sublimation on ( I I ) surfaces; b) surface hopping on the
(110) surface: and c) (2%l) and (3x]) reconstruction on the (001) surface.

The ledge sublimation process on the ( I I ) surfaces occurred in two different ways. When
the reaction started from the (110) surface, material was removed layer-by-layer from the
surface. In contrast, a bilayer sublimation occurred when the reaction originated at the (001)
surface. This latter process was presumably related to the lowering of the surface free energy
associated with the dimer reconstruction of the (001) surface. It was significant that no
examples were observed where sublimation was initiated from the middle of an extended (I I l)
surface. It was also interesting that the hopping processes that occurred on the (I 10) surfaces
did not result in any significant long-term change in the morphology of the (I 10) surface.
Material moved around considerably, especially at higher temperatures. but very little
sublimation of material was observed.
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Fig. 4. Profile images, not from videotape, showing reconstruction of the (001) surface:
Sa) O3x I ) reconstruction recorded at 230°C: Ib) (2x I) reconstruction recorded at 140*('.

The frequency at which these various processes occurred increased substantially % ith
temperature in all cases. The images recorded at 380°C showed motion that was much more
rapid than that seen at lower temperature. Indeed. at room temperature. virtually no motion was
observed across the surfaces of the sample.despite the addition of energy to the sample by the
imaging beam of electrons. i.e., an important conclusion of this work was that the electron
beam was not the major cause of the surface motion, since the surfaces were stable at Io0% Cr
temperatures under the same conditions used for imaging.

Finally, it is clear that surface profile imaging represents a usefdl method for observations
and studies of surface processes in the particular case of CdTe. However, this type of surface
microscopy does have some shortcomings: The possibility of surface modification by the
imaging beam means that the number of materials that can be studied in this fashion is
somewhat limited. For example, transition metal oxides are known to suffer from electron-
stimulated-desorption of oxygen from near-surface regions, even under UIHV conditions 19I.
Moreover, the edge of the sample must be thin in order to produce a high quality profile image,
and it is quite possible that such a thin edge may not behave in a manner that is sufficiently
representative of the bulk material.

CONCLUSIONS

Rearrangements of clean CdTe crystal surfaces at elevated temperatures have been observed
using the technique of surface profile imaging with the HREM. By using video equipment to
record the various types of surface activity facilitates their documentation and study in real-
time, thereby eliminating the gaps in time that must otherwise occur when relying upon
conventional, sequential recording of electron micrographs. It is clear that utilization of the
surface profile imaging has been productive for these atomic resolution studies of edge
sublimation, surface hopping, and reconstruction processes occurring at CdTe crystal surfaces.

I-
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ABSTRACT

Scanning microscopy is the only technique available for directly imaging the
short-range structural features of the crystalline-to-amorphous (C-A) transition.
Cleaved sheets of muscovite were implanted with 600 keV argon ions in order to
induce radiation damage; thus producing the C-A transition. AFM images of Ar-
implanted muscovite show the surface structural features of the C-A transition.
Low-resolution images show a progressive increase in the surface roughness of
muscovite with increasing ion dose, as seen by the development of hummocky
microtopography, whose individual hummocks are 25 nm across. High-resolution
AFM images of unimplanted muscovite reveal a highly crystalline structure, as
shown by the hexagonal arrangement of the (SiO4)-tetrahedral layers. By scraping
through the uppermost surface layer of the implanted samples, using a cantilever
forces of 50 - 100 nN, the C-A transition is recognized by a decrease in the long-
range order of the tetrahedral layers. Accordingly, crystal defects and highly
disordered regions increase in frequency and size with Ar-dose. At the highest Ar-
dose, disordered regions dominate the structure, lending complications to AFM
image interpretation. Surface hardness decreases with higher radiation doses, as
evidenced by the greater ease of scraping through atomic layers in the more
damaged samples.

INTRODUCTION

Although many uses for the AFM1 are still relatively novel, this instrument is
rapidly becoming a mainstream tool for studying a wide variety of problems at the
atomic/molecular scale, such as showing structural details at the surface of
inorganic crystals 2 ,3 , or examining adsorbed species on solid substrates 4 ,5 . The
scanning tunneling microscope (STM), a cousin to the AFM, was first used to
study radiation damage features produced on the surface of ion-bombarded
silicon6 and graphite7 ,8. More recently, the AFM was used to study the micro-
topography of single ion tracks on ion-bombarded mica9 . These scanning
microscopy studies showed that the surfaces of radiation-damaged solids can
develop large hillocks6, 7, linear ridges, localized disordered regions8 , and
cylindrical amorphous features9 , the presence of which depend on the accelerated
ion's energy, and mass, and the ion dose; however, these previous studies did not
obtain atomic-scale resolution of the disordered regions.

The structural characteristics of the C-A transition are important, and any direct
images are useful for understanding the amorphous state in general. Here, we
used moderate cantilever tracking forces to scrape through the irregular relief that
is produced in the upper surface layers of ion-bombarded material in order to
image the partly amorphous state in layers below. In addition, we were able to
reproduce images of the hummocky topography using lower tracking forces. The
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fine-scale details of the C-A transition are not fully understood, although previous
studies of naturally damaged and ion-Lombdrded minerals hn.-e prov•dd much
knowledge on the general characteristics of this phenomenonlO,1 1 . Most of the
techniques used to characterize non-crystalline solids must inherently examine
the bulk-structure (e.g., X-ray diffraction); thus, the short-range topological features
of non-periodic solids are averaged. Conversely, the AFM is a good candidate for
studying disordered solids, because it can distinguish individual atoms, thus
revealing structural topology. However, examination of fully amorphous
materials with the AFM is problematic, as is the case for STM8. Image
interpretation of disordered solids is limited by how well the scanning probe tip
can respond to non-periodically arranged atoms and produce a meaningful,
recognizable, signal-to-noise ratio. Layer silicates routinely yield atomic-scale
images when in the crystalline state2,3, 12,13; thus, these materials hold the greatest
potential for studying the partly amorphous state with the AFM. We therefore
chose to study the C-A transition using AFM imaging of ion-implanted
muscovite, a mica (i.e., layer silicate ) with composition KAI2[Si 3AIO10](OH) 2 ).

EXPERIMENTAL METHODS

The muscovite samples were implanted with 600 keV Ar at doses of 5.OxlO1 2,
2.5x10 13, 5.0x10 13 and 1.0x10 14 Ar/cm2. The highest dose does not represent
completion of the C-A transition, but is close to the critical amorphization dosel 4

of muscovite. The methods used for ion implantation are decribed elsewhere1 5.
The AFM used is a Digital Instruments Nanoscope III equipped with a 0.7 p

scan head and operated in height mode (i.e., constant force). A 200 g wide-legged
cantilever (Au-coated, Si3N4 ) was used for low-resolution imaging of larger-scale
topographic feaures. The low spring constant of this cantilever provided a lower
tracking force (< 20 nN), which prevented removel of the fragile surface features
on radiation damaged samples. A 100p wide-legged cantilever was used for high-
resolution imaging of the radiation-damaged structures. Rather than trying to
image the atomic-scale features of the C-A transition at the original, uppermost
surface, the structure was examined in layers below. In order to do this, the upper
layer was scraped away using cantilever forces of 50 - 100 nN. Radiation softening
of the implanted samples allowed us to use tracking forces much lower than those
needed for scraping away layers of highly crystalline muscovite (> 200 nN).

Given the difficulty of imaging disordered structures at the atomic scale, using
scanning microscopy, the following procedures should be made routine. Images
were first collected on an unimplanted muscovite sample for comparison with the
radiation-damaged samples. The unimplanted muscovite serves as an external
standard for ensuring that the AFM is operating at optimum conditions. As such,
the muscovite standard was scanned before and after scans of each implanted
sample. If the image quality of the standard was similar before and after scanning
the implanted sample, then images of the implanted sample were considered to be
of interpretable quality. Furthermore, all samples were scanned using the same
instrumental parameters, except for the tracking force. The tracking force was set
lower with the more damaged samples (due to radiation softening) in order to
avoid continually scraping away the layers. With this routine, one achieves a
greater degree of confidence that the AFM images accurately represent the
implanted surfaces, as opposed to representing merely electronic noise. Such a
distinction between noise and disordered structure is not otherwise readily
apparent. A consistent methodology for filtering the AFM images, using the same
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filtering specifications for all images, was also used in order to avoid introducing a
bias when showing the differences in crystallinity between samples with different
Ar-doses and the unimplanted standard.

RESULTS & DISCUSSION

Low-Resolution AFM Images

The surface effects of argon implantation on muscovite are seen in Figure 1. As
the radiation dose increases so does the roughness of the samples. Table I shows a
quantitative estimate of the increase in sulkdce roughness, as caused by radiation
damage. The surface produced with the highest dose has a hummocky topography
similar to that observed in earlier studies. Figure if shows several dpor-ssions
amidst the hummocky surface. The size of these features (25 nm across) is much
larger than those proposed as single ion-tracks by other workers 9, and the size (4
our hummocks vary from 15-35 run. Furthermore, their appearance does not
change with scan direction, unlike in previous work. The processes resulting in
these features are not the same as the high energy tracks, the latter of which are
caused by high-density electronic spikes9 . Lower energy damage from Ar-
implantation is probably the result nf atomic collision cascadesl4.

Table I: Radiation Doses & Roughness Measurements of Ar-Implanted Muscovite

Radiation Dose Surface Roughness* ( R.)R. Corres onding Figures
unimplanted 0.042, 0.053 la, 2a

2.5x10 13 Ar/cm 2  0.064,0,080 lb, 2b
5x10' 3 Ar/cm2  0.085,0,121 1c, 2c, 2e
2xl014 Ar/cm2 0.114, 0144 1d, 2d I

"Ra= mean roughness; Rq = rms stnd. dev.; calculations from software of Digital Instruments

High-Resolution AFM Images

A representative AFM image of the unimplanted muscovite standard is seen
in Fig. 2a. The hexagonal pattern of the (SiO4)-tetrahedral sheet is evident at a
point-to-point resolution of 3A. For comparison, a model of muscovite's
tetrahedral sheet is overlain and shows the hexagonallly arranged tetrahedral
rings16. The holes within the rings are 4A in diameter and are similar in size, and
arrangement, to the areas of lowest relief in the AFM image (i.e., the dark areas in
Fig. 2a). Most of the AFM images of the muscovite standard contain a few defects.
However, the overall appearance of the tetrahedral sheet is quite regular compared
to AFM images of the implanted samples.

AFM images of muscovite given a low Ar-dose (5x10l 2 Ar/cm 2) do not display
any significant disorder compared to the muscovite standard; thus, this sample is
not shown. At a higher Ar-dose (see Table I for specific doses), the symmetry of the
tetrahedral sheet is significantly reduced (Fig. 2b). The tetrahedral sheets should
remain intact at this dose, because the spatial density of Ar collision cascades is not
sufficient enough for overlap (assuming a cascade radius of 25A). Several features
observed are: (i) a frequent "pinching out" between adjacent rows of tetrahedra
within the sheet, i.e., dislocation defects; (ii) the appearance of small partly
disordered regions. At yet a higher dose, the amount of disorder in the structure
noticeably increases (Fig. 2c). Fragments of the tetrahedral sheets are still resolved
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amidst the high density of dislocations and large disordered areas. At the highest
dose, the original structure is unrecognizable (Fig. 2d). Several features are vaguely

a b

Cd

e

Figure 1: Low-resolution AFM
- scans of Ar-implanted musc-

ovite are shown in order of
Iincreasing Ar-dose in (a) - (d),

respectively. Table I lists the Ar-
doses and roughness measure-
ments. A hummockg topo-
graphy develops in the more
damaged samples; (e) a closer
look at the hummocky surface
reveals several depressions that
are not representative of single
ion tracks.Vertical scale at left.
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interpretable as small fragments of the tetrahedral sheets, but most of the image is
unresolvable because we have nearly completed the C-A transition.

a b

C d
A* eI L R

I~~~P orI I I I

Figure 2: Filtered (2D fast Fourier transformed) AFM images of Ar-Simplanted muscovite (Ar-doses used are given in Table 1). (a) the

unimplanted standard shows the regular structure of the tetra-
hedra~l sheet. Inserted is the structural model of oxygen atoms
within muscovite's tetrahedral sheet. The dark regions in the
image correspond in size and symmetry to the loles in the- tetrahedral rings; (b) the lowest dose - there is no noticeable
radiation damage; (c) a higher dose - the long-range order of the
tetrahedral sheet is reduced; (d) with increasing dose - the only
fragments of the tetrahedral sheets remain. It is difficult to
inter pret the image since it has no long-range order; (e) the highest
ion dose - image interpretation is tenuous. Vertical scale at left.

24. _
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Individual Ar-tracks were not resolved with the AFM in the samples of lower
dose (i.e., doses in which Ar collision cascades do not overlap) Apparently then,
the density of atomic collisions in individual Ar-tracks is not high enough to
result in a significant volume of amorphous material. Thus, amorphization can
only result by multiple track overlap. At the highest Ar-dose observed with the
AFM, collision cascades overlap several times. Previous work has shown that
multiple overlap of Ar collision cascades is necessary in order to attain the
amorphous state 17. The observations of this study support that earlier conclusion.

CONCLUSIONS

The surface structure of the partly amorphous state can be examined in detail
with the AFM. Ion-implanted muscovite is an ideal material for such a study, as
this layer silicate is readily imaged at the atomic scale. With increasing ion dose.
muscovite undergoes the C-A transition, which is observed as a progressive loss of
long-range order in the (SiO 4)-tetrahedral sheets. Dislocations and disordered
regions are resolved within AFM images until nearing completion of the C-A
transition. Our observations indicate that multiple overlap of Ar collision cascades
is necessary to produce the amorphous state in muscovite.
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ABSTRACT
A water-soluble protein, ferritin, on a silicon surface has been imaged in

pure water at room temperature with the atomic force microscope (AFM). The
samples were prepared by binding ferritin molecules electrostatically to a
charged polypeptide layer of poly- I -benzyl-L-histidine (PBLH). The hexagonal
arrangement of ferritin molecules was imaged with high reproducibility, since
the force between tip and the sample surface could be kept sufficiently lower
than 10-10 N. The applied force can be stabilized and weakened mainly due to
a "self-screening effect" of the surface charges of the ferritin-PBLH- layer. We
demonstrate that the electrostatic-binding sample preparation is one of the
suitable methods for soft biological specimens to achieve the nondestructive
low-force AFM imagings.

INTRODUCTION
The AFM I I] has been increasingly drawing our attention as an entirely

new approach in the study of the surface topography of biological specimens.
In our previous paper [21, we reported the AFM images of ordered arrays of
ferritin molecules. The relationship between the pH condition during the
sample preparation and the AFM imagings has also been investigated. From
these results, we concluded that controlling of the binding condition of
biological specimens to the substrate is one of the crucial factors in getting
reliable AFM images, and the PBL1H film can be useful for AFM imagings as a
general substrate for fixing water-soluble protein molecules without
denaturation. From these points of view, an investigation on the properties of
PBLH is necessary for obtaining unambiguous AFM images of biological
molecules. The structure and properties of LB films of PBLH- have already
been studied by x-ray analysis and gc-A isotherms [ 3]. In order to obtain more
informations on the properties of PBLH films, we have studied the pH
dependency of the forces between tip and surface of PBLH film, in addition to
the AFM imagings of ferritin molecules bound to PBLH films.

Mal. Res. Sac. Symp. Proc. Vol. 295.11993 Materials Research Society
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EXPERIMENTAL

Ordered arrays of ferritin monolayers
Horse spleen ferritin (Sigma Chemical, St. Louis, MO, USA) was

dissolved in pure water and fractionated by ultracentrifugation several times at
200,000g for 40 minutes. The heavier fractions were diluted with a solution of
sodium chloride (10 mM) to a final concentration of 100 mg/ml. The ferritin
solution was diluted with phosphate buffer (5 mM, pH 5.0-5.3) and prepared to
a concentration of 30 gg/ml. The micro Langmuir trough (20 mm in width, 35
mm in length, and 2 mm in depth) was filled with the ferritin solution until the
air-water interface became slightly convex. PBLH (Sigma Chemical) with an

average degree of polymerization of 100 was dissolved in chloroform
containing dichloroacetic acid (0.68 pl to I mg of PBLH) to a concentration of

0.54 mg/ml. An appropriate amount (3 I11) of PBLH was spread over the
ferritin solution and incubated for three hours at room temperature so as to

allow condensed ferritin molecules to form monolayers at a ferritin-PBLII
interface.

We used silicon wafer (n-type, (100)) as a substrate because the two-

dimensional ordered arrays of ferritin molecules have been observed
previously with high-resolution SEM on this substrate prepared without

staining or metal shadowing [4]. Before transferring ferritin-PBLH film, the
silicon wafers were irradiated with UV light from a low pressure mercury
lamp to obtain hydrophilic surfaces, placed in a glass desiccator filled with
hexamethyldisilazane vapor, and then heated to 60 OC for one hour to bind
hexamethyldisilazanes covalently to the surface, thus forming alkylated

hydrophobic surface. The interfacial film (hetero-bilayer of ferritin-PBLH) on

the trough was transferred onto such an alkylated silicon wafer by a horizontal
transfer method [4]. The ferritin-PBLH film transferred on a silicon wafer was
rinsed with pure water. The wafer glued to a steel disc was placed on an

electrically grounded magnetic disc on top of a piezoelectric translator in an
AFM system without drying. The film was imaged using a fluid cell in pure
water.

AFM imagings
The AFM system used in this study was a commercially available

NanoScope II (Digital Instruments, Inc., Santa Barbara, CA, USA). After
slowly circulating pure water around the sample in a fluid cell, a Si3N4

cantilever, which is V-shaped and 200 gim long with a spring constant of 0.12
N/m (reported by Digital Instruments, Inc.), was positioned and scanned over
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the sample in pure water at room temperature. AFM images (400 x 400
pixels) were obtained using the "height mode", which kept the force constant.
The software provided with the AFM from the maaufacture was used to
measure force-versus-distance curves.

RESULTS AND DISCUSSION

pH dependency of the forces between tip and the surface of PBLH layer
Horse spleen ferritin has an isoelectric point of about 4.5 and is negatively

charged in a solution of phosphate buffer of pH 5 or above [51. The imidazole
ring of PBLH, on the other hand, should be positively charged when PBLH is
spread on a subphase at pH lower than the pKa of the histidyl residue (in the
range of 6-7). Therefore, it is expected that ferritin in the subphase would
bind electrostatically to a PBLH film at a slightly acidic pH range of 4.5-6.5
and form only a monolayer, even if there exist excess ferritin molecules near
the interface. In this case, electrostatic charges at the ferritin-PBLH interface
are cancelled, thereby forming a more efficient screening of the surface
charges of ferritin monolayers, which we called the "self-screening effect" in
our previous paper [2].

To elucidate the surface properties of PBLH films in the buffer solution,
we investigated the forces of the tip interacting with a PBLH surface at various
pH conditions. Figure 1 shows a series of force-versus-distance curves between
the Si3N 4 tip and the PBLH surfaces in different pH solutions. We used 10mM
Tris-HCi buffer for pH 8.0, 7.5 and 7.0, and 10mM phosphate buffer for pH
7.0, 6.5, 6.0 and 5.0.

At pit 8.0, a repulsive force was observed upon approach and withdrawal
of the AFM tip from the sample. When lowering the pH, the repulsive force
decreased upon approach of tip, while an attractive force increased upon
withdrawal. Since there is no large difference between the force curves at pH
7.0 in Tris buffer and phosphate buffer (data is not shown), the attractive force
is independent on the species of electrolyte. From pH 6.5, as the pH value
decreased, attractive forces increased upon approach and withdrawal of tip.
Actually, we could not get any unambiguous images of the PBLH layers, owing
to these repulsion and attraction.

This variation of the forces with changing a pH condition can be explained
by electrostatic and hydrophobic interactions. The attractive force can be
attributed mainly to hydrophobic interaction, since the PBLH film on the
silicon substrate has a hydrophobic surface. Moreover, the surface of the tip is
negatively charged, because silicon nitride bears a slight negative surface
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charge in water. Therefore the interaction between negatively charged tip
surface and positively charged PBLH may also enhance the electrostatic
attraction below pH 6.5. Above pH 7.0, a repulsive force is expected because
both surfaces bear negative charges. From these results, it is clear that the
applied forces between tip and PBLH film in the solution are controllable by
changing the pH. In addition, these results support our previous data with
regard to the effect of pH of the buffer on the stability of the biological sample
and the AFM imagings (2]. In this system, the PBLH film plays a critical role as
an electrostatically charged substrate to fix ferritin molecules.

1000 mV/div.
pH .0PH 7.5 PH 70

C

t~~~i~~~tt.4 .......AA........4. -L..t 4 Lc..L~L

R ........................\
Z Distance 29.94 nmidiv.

Fig. I A series of force-vs-distance curves between the Si3N4 tip and the
PBLH surfaces in different pH solutions. The dashed and solid curves are
for approach and withdrawal of the tip, respectively. ( pH 8.0, 7.5, 7.0;
10mM Tris-HCI buffer; pH 6.5, 6.0, 5.5 ; 10amM phosphate buffer)

AFM imagings of ferritin molecules
Figure 2-a shows an AFM image of the ferritin sample on a silicon

surface, which was prepared following the "self-screening effect" with the
charged PBLH layer. Small spheres covering over the surface can be observed
in an area of at least 738 x 738 nM2, approaching the limiting scanning area of
this AFM. In Fig. 2-b, we show the typical unfiltered AFM image of the
molecular packing of ferritin on a silicon surface taken in pure water at room
temperature. Individually distinguishable spherical patterns and regular
alignment are observed.

Figure 2-c shows an AFM image in a small scanning area. It is evident that
seven spheres form a hexagonally packed arrangement. The hexagonally packed
structure is in good agreement with the two-dimensional array of ferritin
molecules observed by high resolution SEM, as we reported previously [4]. In
addition, the spacing between these spheres in this pattern is about 14 nm with a
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(a) (b)

(c) (d)

Fig. 2 Unfiltered AFM images of ferritin samples prepared vt pH (a-c) 5.3;
and (d) 5.0. The image area is : (a) 738 x 738 nm 2 ; (b) 200 x 200 nm 2 ;
(c) 45 x 45 nM2 ; and (d) 200 x 200 nm2.
The imaging was carried out in pure water.
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diameter of about 12 nm, which agrees well with that of a ferritin crystal
deduced from x-ray analysis [6]. From these results, each spherical image
obtained with AFM is identified as an individual ferritin molecule. These
imagings were carried out for the ferritin monolayers prepared with phosphate

buffer at pH 5.3. The applied forces operated in these images were estimated
from the force curves to be 10-10-10- 11N. We have discussed in our previous

paper [2] about the suitable pH condition for the AFM imagings during the
sample preparation.

In the AFM image of the sample prepared at the pH value of around 5.0,

we observed sonrý domains in which ferritin molecules were bound to PBLH
film in ordered arrays (Fig. 2-d). Ferritin molecules is likely to form some
domains at pH 5.0, because the negative charge density of ferritin molecule
becomes smaller as the pH increases.

From these results. we conclude that the sample preparation with
electrostatic binding is one of the suitable methods to achieve the nondestructive
low-force AFM imagings for biomacromolecules. In addition, controlling of

the binding condition of protein molecules is also an important factor to get
unambiguous AFM imagings.
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ARTIFACTS IN ATOMIC FORCE MICROSCOPY OF NANOPOROUS AND
MESOPOROUS FIDUCIAL SAMPLES

H. W. DECKMAN and R. J. PLANO
Corporate Research, Exxon Research & Engineering Co., Annandale, N.J.

ABSTRACT
Artifacts dominate atomic force microscope (AFM) images of nanoporous

and mesoporous inorganic oxide materials taken under ambient atmospheric
conditions with currently available tips. Artifacts in these AFM images are
attributed to tip-sample interactions and the sharpness of tips on currently
available cantilevers. We show that by modifying currently available AFM tips
with carbonaceous materials, many image artifacts are eliminated. To characterize
image artifacts, a variety of fiducial samples with feature sizes between -100 A and
2,000 A are used. One of the most useful fiducial samples is a close packed array of
holes in a commercially available alumina membrane and we suggest that it be
adopted as a standard fiducial sample.

Introduction
We have been examining the ability of atomic force microscopy (AFM) to

probe the structure of inorganic nanoporous and mesoporous oxide materials.
These materials1 -3 contain physical pores with sizes ranging from -25 A to -2,000
A and are often made from a-alumina, y-alumina, silica, zirconia and composite
structures such as of zeolites held in a porcus a-alumina matrix. They are used in
almost all heterogeneous catalysts as either a support4 for a dispersed catalytic
material (such as Pt clusters) or as the active catalytic5 material (such as the
composite zeolite /a-alumina matrix used in catalytic cracking). Nanoporous and
mesoporous oxide materials are also used in inorganic microfiltration
membranes 6 and ultrafiltration6 membranes. To maximize mass transfer,
materials used in catalysts and membranes are fabricated with a high density of
pores which can comprise 10-50% of any exposed surface. We have scanned -20
types of these inorganic nanoporous and mesoporous materials with the AFM
under ambient atmospheric conditions. Although the AFM readily produces an
image when these materials are scanned, a general correspondence between the
image and the physical morphology of the sample surface is often lacking. We
believe that the reasons for this are somewhat different from the multiple tip
effects which give rise to Moir4 patterns7 in atomic resolution images of materials
such as graphite. We propose that for these classes of porous materials, image
artifacts are generated both by the morphology (tip radius) and solid state surface
chemistry of currently used AFM tips.

To image pores exposed at the surface, the tip radius must be small enough
to fall into the pore mouth and must be able to lift out of the pore without sticking
or deforming. Under ambient atmospheric conditions, the surface of an oxide pore
structure contains species which may chemically and physically interact with an
AFM tip. To change this interaction we have developed techniques to modify
existing AFM tips structures with carbonaceous materials. Artifacts produced by
these different tip modifications were characterized using a standard set of fiducial
samples which have surface topography representative of the porous oxide
materials. These fiducial samples will be described first.

Mat. Rea. Soc. Symp. Proc. Vol. 295. 11993 Materials Research Society
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Fiducial Samples
Two different classes of fiducial samples have been used to represent

structures found on nanoporous and mesoporous inorganic oxide materials. The
first has high spatial frequencies created by sharp edges around uniform sized
pores in an alumina filtration membrane. The second has lower spatial
frequencies formed by smoother spherical and prolate protrusions fabricated on a
flat surface.

Easily obtainable ten micron thick alumina filtration membranes produced
by Anotec Separations Ltd. were used as high spatial frequency fiducial samples.
The membranes were made by controlled anoidic oxidation of aluminum 8 and

different pore sizes can be created by controlling an electrochemical overpotential.
Membranes made with 2,000 A pores have a rough and smooth side and the
morphology of the hole structure on the smoothest side of one of these alumina
membranes is shown in Figure 1 below. Membranes with a smaller 200 A pore
structure formed asymme:rically at the surface of a -2,000 A pore structure are also
available and Figure 2 shows their surface structure.

b o.,.•6a .. *.u'• .*q
00 49' ,_ •• .b q saO•.•,o,,*Go
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a) b) 1pm
Fig. 1 a (Left) Electron micrograph showing a regular -2,000 A pore structure at

the surface of an alumina filtration membrane made by Anotec Ltd.
Fig. I b (Right) Electron micrograph showing a cross section of the pore structure.

/ ./

a) b)
Ff 2

t o/

a) b)
Fig. 2 a (Left) Electron micrograph of asymmetric -200 A pore structure formed
on 2,00 A• pores. b (Right) Schematic diagram of pore structure.
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Samples with lower spatial frequencies were prepared from monolayer
coatings of polyoalls on flat silicon substrates. Polyball coatings 9 were either used
directly as a fiducial or as a lithographic mask from which posts were fabricated 9 .
Fig. 3a shows the hemispherical surface presented by a polyball monolayer coated
onto a silicon wafer and Fig. 3b shows the morphology of a smooth prolate post
structure created by using a coating of -5000 A polyballs as a lithographic etch
mask.

a) b) 5g
Fig. 3 a (Left) Electron micrograph showing monolayer thick coating of -2,000 A

polyballs on a silicon wafer.
Fig. 3 b (Right) Electron micrograph showing -5,OOOA post structures formed by

using a polyball monolayer as a mask in an ion beam etching process.

S..anning Of Fiducial Samples With Conventional AFM Tips
Fiducial samples were scanned under ambient atmospheric conditions with

a Digital Instruments Nanoscope II using cantilevers obtained from two different
suppliers. Cantilevers with silicon nitride tips having a -1,200 A radius of
curvature were obtained from Digital Instruments and cantilevers with silicon tips
having a -250 A radius of curvature were obtained from Nanoprobe (Germany).
Although the tip radii were almost an order of magnitude different, they gave
remarkably similar images of the fiducial samples. The reason for this may bc that
the sharper tips are blunted during the scanning process. Figure 4 shows the
profile of a Nanoprobe silicon cantilever tip before and after scanning an alumina
membrane with -2,000 A pores. It is seen that the radius of the tip on the
cantilever has changed from -250 A to -1,000 A during the course of the scan. This
blunting during scanning did not seem to happen with the coarser silicon nitride
tips. Figure 5 shows that the -1,200 A radius of a silicon nitride tip on cantilevers
supplied by Digital Instruments is not significantly changed after scanning fiducial

samples.
Images of lower spatial frequency fiducial samples (polyballs and posts)

often showed significant distortions, however, individual elements in the fiducial
pattern were clearly recognizable. Profiles of the -2,000 A polyball samples were
usually hemispherical with some distortion in the profile occurring at the lim of
the sphere. With some tips, the polyball structure was asymmetrically distorted.
Profiles across the -5,000 A lithographically formed posts were significantly more
distorted with most of the distortion occurring near the edge of the post. The
sharper Nanoprobe silicon cantilever tips tended to give a somewhat better image
than the Digital Instruments silicon nitride cantilevers.
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Images of higher spatial frequency fiducial samples (alumina membranes
with 200 A and -2,000 A pores) were completely unrecognizable. Individual pore
mouths could not be located within the images and Figure 6 shows typical
examples of images produced. In principle both of these tips have radii small
enough to image -2,000 A pores. The inability to image a -2,000 A pore structure
could be due to a strong interaction of the tip with certain pores or features on the
sample, causing it to stick at certain sites.

a) 1 4M W b) I1 1± ow
Fig. 4 a (Left) Electron micrograph of pristine _250A radius silicon tip.
Fig. 4 b (Right) Electron micrograph taken after scanning an alumina membrane

fiducial with tip in Fig 4a. Tip radius has changed from -250k to -1,ooo0 .

a) 1 b) 1 m
Fig. 5 a (Left) Electron micrograph of pristine 1,200 A radius silicon nitride tip.
Fig. 5 b (Right) Electron micrograph taken after scanning shows no change.

Fig. 6 AFM scans of 2,000A pores in alumina membrane shown in Fig. Ia. The
features seen do not correspond with the sample's pore structure.
a) Scan with silicon nitride tip b) Scan with silicon tip.

--II I I I i I l
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Modification Of Tips With Carbonaceous Deposits
The inability of conventional AFM tips to image -2,000 A pores in alumina

membranes may be due to tip-sample interactions. To change this interaction, we
have coated the surface of conventional AFM tips with carbonaceous materials.
Two different methods have been used to produce coatings. The first used
contamination lithography1 0 to polymerize hydrocarbon vapors introduced into a
scanning electron microscope. The electron beam grew a single whisker at the apex
of the cantilever tip. A whisker (~800 A radius end) grown on a cantilever using a
10 keV electron beam is shown in Figure 7a. A second method produced a coating

of filamentous carbon1 1 over the entire cantilever by catalytically decomposing
propane at 700 'C. Part of a filamentous carbon coating on a silicon nitride
cantilever is shown in Figure 7b below. Tips with these types of carbonaceous
coatings tended to produce sharper images of fiducial samples and one of the tips
coated with filamentous carbon produced an image in which -2,000 A pores in
alumina membranes were identifiable (Figure 8).

a) I a b) U " Mr
Fig. 7 a (Left) Electron micrograph of showing carbonaceous filament grown

selectively at the apex of a cantilever tip using contamination lithography.
Fig. 7 b (Right) Electron micrograph showing filamentous carbon deposit on tip.

h-

Fig. 8 AFM scans of 2,OOOA pores in alumina membrane shown in Fig. Ia. The
features seen tend to correspond with the sample's pore structure.

Summary
The inability of conventional tips to image -2,000 A pores in alumina could

be due to strong interactions with surface absorbates and chemical groups
terminating porous oxide surfaces. These interactions could potentially even
produce a capillary force, pulling the tip into a pore. Carbon coatings that produced
images of -2,000 A pores are expected to have relatively nonpolar surfaces which
would reduce interactions with species present on oxide surfaces.
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Abstract

The atomic arrangements of the (- 7 x7 phtase and incommensurate phases of Al
adsorbed Sii Il) surface are investigated respectively b) scanning tunneling microscop.
(STM). STM images of (5-7x7 surface reveal that characteristic triangular structucs consisting
of three Al adatoms situated on the center part of each half unit cell. The three Al adatoms form
a triangular cluster and are bonded to the center adatoms In this situation, the dangling bond of
the center adatom is saturated, which would modify its electronic structure into non-metallic The
incommensurate phase is consists of approximatel) 9x9 structures, which are separated each
other with misfit dislocations. In the "9x9" structure, individual At atom is visible arranged in
threefold symmcti•.

Introduction

Among the metal adsorbed Si(Ill) systems Al induced reconstruction has been one of
tie most attractives because of various structural phases. Investigations by low-energy electron
diffraction (LEED)I 1,21. anglc-reslved ultraviolet photoelectron spectroscopy (ARUPS)131 and
electron energy loss spectroscopy (EELS)14] etc. have been reported on their atomic or
electronic structure, Harners et al. studied the /3 x/3, /7x/7 and AI-7x7 reconstructions. ihich
appear at around t)OC with a coverage of less than I ML, with STM and scanning tunneling
spectroscopy (STS). According to the recent LEED and RHEED studiesl2l, the AI-7x7 phase,
which was denoted in earlier LEED work as "y-7 x7 phase" by Lander and Mornson( If. is nio
correct b3 name, since it does not have 7 but approximately 9 times periodicit) Hence this
phase is referred to as "incommensurate phase". In contrast to the extensive studies of the above
phases, few attention has been paid to fx-7x7 reconstruction appearing at low temperature and
low coverage. LEED pattern of this phase has a 7x7 periodicity but is different from that of
clean Si(I 1 ) 7x7 surfacer21. The atomic structure of this phase has not been determined
because the number of atoms in a unit cel; is too large for dynamical LEED calculation, in
addition to the lack of appropriate structural models.

In this paper we report the first STM observation of the (1-7x7 and incommensurate
phases on an atomic scale. The STM image over the ax-7x7 surface reveals that a characteristic
triangular cluster consisting of three Al atomns adsorbs on the center part of each half unit cell
The cluster affects the electronic structure of center adatoris while none of corner adatoms.
High resolution images over the incommensurate phases demonstrate that individual Al atoms
are clearly resolved and the periodicity of the surface observed is not 7x7 but almost 9 x 9,
which is contrary to the STM work reported earlier by Hamers [51 but is consistent with recent
LEED studyl2l.

The STM used is a commercial one (JEOL JSTM-400XV) which is designed for high
temperature operation in ultra-high vacuum. The sample used as substrate is I-t'Qcm, B-doped
Si(I Ill Hwafer. Before being loaded into the STM chamber (2xlO-8 Pa) the sample is
ultrasonically cleaned in acetone. It was then outgased in the STM chamber for 12 hours and
finally flashed repetitively at 12t0)0 C to obtain a large flat area of the clean 7x7 surface. A
tungsten wire is electrochemically etched for use of the probing tip No thermal drift correction
is made on STM images

Mot. Ref. Soc, Symp. Proc. Vol. 295. ' 1993 Materials Research Society
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Rcsults and Dtsu n

(a) (t-707 phase

Figure I shows the (x-7x7 surface after deposition of a few monola)er Al at 4120 C
obtained with the sample bias of -0.12V in the constant height mode. The 7x7 periodicity is
clearly observed but definitely different from that of the clean surface. Only comer adatoms are
visible, indicating that A] atoms react preferentially to center adatoms. With increase of the bias
voltage (-2.OV), a bright triangular protrusion appears in the center of the half unit cell, as is
shown in Fig.2. A 7x7 unit cell is drawn for reference. In consideration of their size and shape,
they are likely to be clusters consisting of three At atoms.

&ig. I STM image of (%-7x
7 

surface at 41 2C obtained at the sample voltage of
0 t2V in a constant height mode Only center adatoms are visible The size is t3 x
10 nm

2

Fig 2 The "*-7x7 surface obuainfed at the sample voltage of -20V in the constant
current mode Bright triangular protrusAoio correspond ko At clusters which locatc at
the center part of the half unit cells. The ,ize is 13 x 12 nm

2
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Fig, 3 A protrosed structural model [or (x-7x7 surface Three Al aloms lorm, a
cluster sitting on the center pan of a half unit cell

Fig, 4 Ciexisted surl" 'ce with 3x 3. 7x7 .nd incommen.rurate qtrcture% (y). th-
sample wltage is 1.47 V with an average current otf 030nA The size ts •6 5 x 19 5

Figure 3 shows a proposed structural model for (00-x7 structure. Al atoms form clusters
by bonding each other and adsorb over the center adatoms. As a result, the number of dangling
bond per half unit cell is reduced by three with a saturation of dangling bonds of the center
adatoms. The saturation of dangling bonds causes the reduction of surface density of states near
the Fermi energy, resulting in no protrusions as seen in Fig. 1. Almost similar Tesult %as
reported by St.Tosch et al. for Cu'Si( )1l) 161.

(b) Incommensurate phase

Incommensurate phase appears at about 6(EO°C with a coverage of about I ML This
phase had long been mistaken for showing 7x7 periodicity. According to the recent LEED
experiment 121 it shows mostly approximate 9x9 incommensurate structure togethe r with a
faint feature of 5x5 periodicity. The same structure was also reported by REM study[7]

A fess monolayer of Al is deposited onto the clean 7x7 surface Figure 4 shows an STM
image of the surface after annealing at 6(SMC for 10 seconds The sample voltage is I 47V
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STRUCTURE OF THE _r=3 (111) GRAIN BOUNDARY IN Cu-I.SSb

RICHARD W. FONDA AND DAVID E. LUZZI
Laboratory for Research on the Structure of Matter and Department of Materials Science
and Engineering, University of Pennsylvania, Philadelphia, PA 19104-6272

ABSTRACT

Grain boundaries in quenched and aged Cu-l.5%Sb were examined with Auger
electron microscopy, transmission electron microscopy, and high resolution electron
microscopy. The E=3 grain boundaries are strongly faceted, with the facets lying
primarily along the coincident (11) planes of the two grains. The grain boundaries are
enriched in antimony, as demonstrated by both AES and HREM. HREM images of the
E=3 (I11) 1 (111) grain boundary differ from those of the Cu-Bi E=3 (111)I1 (111i) grain
boundary in the lack of a significant grain boundary expansion to accommodate the
excess solute at the boundary. A preliminary investigation of the atomic structure of the
r=3 (111) 11 (111) facet by HREM and multislice calculations is presented.

INTRODUCTION

Many alloys of copper exhibit segregation of solute to the grain boundaries. In
Cu-Bi, Ference and Baluffi [1] have demonstrated that segregation of bismuth to the
grain boundary induces a faceting transformation of that boundary. This faceting is
common, occurring on a variety of crystallographic planes, but grain boundaries between
grains with the 1=3 misorientation exhibit a strong tendency for faceting. For example,
after 24 h at 600'C, approximately 30% of the total grain boundary area consists of
faceted E=3 grain boundaries [2]. The abundance of faceted boundaries in this alloy,
as well as the increase in grain boundary area necessary to facet a boundary, attests to
a low interfacial energy of these facets. The atomic structure of the primary facet
orientation of grain boundaries in Cu-Bi, the E=3 (I11) j1 (111) facet, has recently been
solved by HREM and atomistic calculations [3]. This structure contains a very large
expansion of the grain boundary, with a close-packed plane of large bismuth atoms
positioned above periodic vacancies in the (11) copper grain boundary plane.

Antimony is also known to embrittle copper, although not as severely as bismuth
[4]. Since the chemistry of antimony and bismuth in copper should be similar, the most
important difference is in the atomic sizes. The atomic radius of antimony is much
smaller than bismuth but still significantly larger that copper. Therefore, it is of interest
to explore the different structures which can form on grain boundaries with the same
misorientation and boundary plane. In this paper we present preliminary results of a
study of the E-=3 (I11) 1 (111) grain boundary in Cu-l.5%Sb.

EXPERIMENTAL

Samples of Cu-I.5%Sb were prepared following the procedure used in the
preparation of Cu-Bi samples [21. The Cu-Sb alloy was cast into a 12 mm diameter
mold. The cast structure was removed by annealing this sample, which had been
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encapsulated with excess antimony, for 24 h at 650°C. The annealed sample was then
swaged to a final diameter of 3 mm with one intermediate anneal. Isothermal heat
treatments were conducted on lengths of this swaged rod, which were encapsulated with
turnings of the same alloy to reduce antimony loss from the sample. Heat treatments
were performed at 600°C for 3 h, 6 h, and 24 h. This treatment resulted in
embrittlement of the grain boundaries. TEM samples were prepared by mechanically
thinning slices of the heat treated rods to 110 prm, followed by electrochemical etching
with 30% nitric acid in methanol at 100 V and electropolishing with the same solution
at -60'C and 130 mA (13 V) to perforation. These samples were analyzed on a Philips
400T and JEOL 4000EX. Auger spectroscopy was conducted on a Perkin Elmer PHI-
600 scanning Auger microprobe equipped with an in-situ fracture mechanism.

RESULTS AND DISCUSSION

The 1;=3 orientation relationship is defined for fcc metals as a 70.52° rotation
of one crystal about a common [110] zone axis. This rotation produces superposition of
all of the atomic sites on every third (11) plane. Therefore, if there are no rigid body
displacements at the interface, the structure of a E =3 (111)11 (111) grain boundary is
crystallographically identical to that of the E=3 (111)11(111) twin boundary. Both of
these interfaces would therefore be indistinguishable. However, in alloys which exhibit
grain boundary segregation, the accumulation of solute at the grain boundary is likely to
increase the interfacial energy of the S=3 grain boundaries while decreasing the total
energy of the material. This difference is reflected in the contact angle of a high angle
grain boundary which is intersected by the E=3 boundary. If the E=3 boundary were
a twin boundary, the low interfacial energy would produce a very small inflection of the
intersected grain boundary. However, if this were a E=3 grain boundary with
segregated solute, the higher interfacial energy would produce a significant inflection of
the intersected grain boundary. This criterion was used to determine the nature of E=3
boundaries in this study, and only E=3 boundaries which could be definitively defined
as E=3 grain boundaries were used in the analyses.

OF •,• .. 2.5 4~m

Figure 1. Typical morphology of the E=3 grain boundary. The grain boundary plane
is strongly faceted along (lll)f(lll). The diffraction pattern shows the E,=3
misorientation with coincident reflections from the (11) planes.
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Whereas faceted E=3 grain boundaries comprise up to 30% of the grain
boundaries in Cu-Bi, there were only about 4% of these boundaries in the samples of Cu-
Sb examined. The large driving force for their formation which is present in Cu-Bi is
apparently not present in the Cu-l.5%Sb. However, the E=3 grain boundaries in Cu-
1.5%Sb were all observed to be strongly faceted. These boundaries were almost
exclusively faceted in the (111) 11 (111) orientation (Figure 1). Presumably, as in the case
of Cu-Bi, the formation of a large number of (111)11(111) facets is a result of the
pressure of segregant at the boundary; the driving force for segregation to a twin
boundary is quite small in fcc alloys. The diffraction pattern of the boundary in Figure
I demonstrates the E =-3 orientation relationship, with coincident [110] zone axes and
superposition of the (11) reflections. Small steps on different facet planes were
occasionally observed (Figure 2). In this image, the intersection of the two small steps
with the foil surface show them to be faceted in different orientations. This indicates that
the energy of these two facet orientations is similar. There is therefore no preferred
facet orientation other than (111) 1(111), as would be predicted from the predominance
of this facet.

Figure 2. Image of a
stepped E=3 grain
boundary with three
different facet planes.
This bc idary shows
the preLominance of
the (111)t1(l1l) facet
orientation.

The segregation of antimony to the grain boundaries was measured by Auger
electron spectroscopy. A notched 3 mm rod which had been heat treated at 600°C for
6 h was fractured in-situ at -190°C to ensure intergranular fracture with minimal
deformation. The distribution of antimony on different grain boundary faces was very
similar. A typical spectrum is shown in Figure 3. Semi-quantitative analysis of this

I/: 93,1% c.. 9,,i

Sb: 6.9% Sb: 2.1%

Figure 3. Auger electron spectroscopy Figure 4. Auger electron spectroscopy
of an in-situ intergranular fracture of the same sample after removal of the
surface of Cu-Sb. grain boundary layer.
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spectrum revealed an antimony concentration of about 7% at the grain bondary. In order
to directly compare this result with the composition of the grain interiors, the
intergranular fracture surface was sputtered with 3 keV argon for 10 min followed by
chemical analyses of the exposed surface. Analyses of these grain interiors (Figure 4)
revealed an antimony content which was less than one-third of what was observed at the
grain boundaries, demonstrating that there is significant segregation of antimony to the
copper grain boundaries.

High resolution images of the E=3 (111) 11 (111) grain boundary (Figure 5) are
very similar to images of a twin boundary. However, images of the grain boundary
typically exhibit a higher brightness of the boundary plane; images of a twin boundary
show a uniform contrast across the boundary. This grain boundary contrast is even more
evident at other defoci. Figure 5 also demonstrates a slight asymmetry in the interface.
While the grain boundary atoms are perfectly aligned with the atomic sites of one grain,
the other grain is slightly displaced parallel to the grain boundary. This displacement
causes the grain boundary sites to be displaced from the atomic planes of that grain.
Both the increased grain boundary intensity and this slight displacement parallel to the
boundary are further evidence of segregation to this boundary.

Figure 5. High resolution image of the E=3 (111)1n(111) grain boundary. Note the
bright contrast at the grain boundary plane.

Multistice image simulations were used to investigate possible structures of this
segregated E=3 grain boundary. Replacing one-quarter of the grain boundary sites with
antimony will reproduce a similar environment at the grain boundary to the low
temperature copper-rich equilibrium phase, Cu4 jSb, which has a D0O, structure [5]. The
distribution of solute atoms within the grain boundary plane and the simulated image of
this structure are shown in Figure 6. The periodic grain boundary contrast displayed in
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this image is not experimentally observed even though it is preserved for many other
thicknesses and defocus conditions. A better match with the experimental images is
produced for the grain boundary structure analogous to the Cu-Bi E =3 grain boundary
structure but which contains no rigid body expansion. This structure has solute located
at second-nearest neighbor positions within the grain boundary plane. The solute
distribution and simulated image of this structure are shown in Figure 7. The major
improvement in this image over Figure 6 is that the periodicity of the contrast within the
boundary plane is reproduced. The overall grain boundary contrast is decreased with
respect to the experimental image and some blurring has occurred. This structure
contains a 1/3 occupancy of antimony on the boundary lattice sites which is consistent
with the Auger determination of 7% antimony at the boundary. This value of 7% is
obtained by assuming that the antimony is strongly segregated to the grain boundary, that
the escape depth of a low energy copper Auger electron is three atomic layers, and that
one-half of the antimony is present on each face of the fracture surface.

o 0 0 0 0
0 0 C) 0

S00 0 0 0
W W W W W W W~0 0 0 0

0 0 0 0 0
S 0 0 0 0-00 0 0 0

o 0 0 0
0 o 0 0

0 0 *0 *
o 0 0 0

o 0 0 0 0
o 0 0 0

* 0 0 0 0

Figure 6. Schematic of solute distribution on the grain boundary plane for a D019-like
structure and simulated image of this structure. The grain boundary in this structure is
1/4 antimony. -0 0 0 0 0

0C)0 0 C
* 0 0 0 0

o 0 0
o 0 0 0 0

*0 0 0
o 0 0 C

* 0 0 0 0
o 0 0 0)

o 0 0 0 0
o0 0 C)0

* 0 0 0 0

Figure 7. Schematic of solute distribution on the grain boundary plane for a structure
similar to the Cu-Bi E=3 (11l) 11 (111) grain boundary and simulated image of this
structure. The grain boundary in this structure is 1/3 antimony.
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It is clear from simulations that the presence of antimony at the grain boundary
can induce significant changes in local contrast. It is expected that this contrast will be
a strong function of specimen thickness, defocus, the arrangement of antimony on the
boundary lattice sites, and the compositions of antimony, copper, and point defects.
Work is now in progress to vary the last two parameters within the constraints of the
observed periodicities, the rigid body displacements at the boundary, and the Auger date
in order to reproduce boundary images as a function of defocus and thickness.

SUNMARY

Electron microscopy was used to examine the grain boundaries in Cu-I.5%Sb.
The segregation of antimony to grain boundaries was observed by Auger electron
microscopy. The concentration of antimony at the grain boundary was more than three
times the concentration within the grain. Grain boundaries with the E=3 orientation are
strongly faceted, and the facet plane of these boundaries is predominantly ( 11) 11 (111).
HREM images of this facet orientation exhibit a high intensity of the grain boundary
plane, and a slight displacement of one grain parallel to the boundary, which are not
present in the image of a twin boundary. However, the large grain boundary expansion
which was observed in Cu-Bi was not present in this alloy. In addition, the high
concentration of E=3 grain boundaries in Cu-Bi is also not paralleled in Cu-Sb. Only
about 4% of the grain boundaries in Cu-Sb exhibit this misorientation.
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ABSTRACT

High resolution imaging technique is applied to systematically study the 1 =3 NiSi2

(/l ) /(1T5) Si and NiSi2(221)/(O0l)Si interfaces. The long-period boundaries of" =3 NiSi2
(T1i1)/(IT5) Si and NiSi2(221)/(001)Si have been shown to decompose into short period of
symmetrical NiSi2(1ITy(I 1 )Si and NiSi2(T12)/(1T2)Si atomic facets which are similar to the
case of asymmetrical twin boundaries in NiSi2 crystal. This result is consistent with the
computer simulation in grain boundary case that asymmetrical tilt boundaries which are
generally of longer periods may facet on an atomic scale into short period symmetrical
boundaries.

The domain-related atomic faceting interfaces have been found in both of 1 =3 NiSi2
(I 11)/(IT5) Si and NiSiz(221)/(00l)Si interfaces. The coexistence of two domain-related
atomic faceting interfaces in the 1 =3 NiSi2 (111)/(115) Si has also been observed in different
area of an interface which are separated by a 1/4<11 1> type of dislocation associated with a
'demi-step'. The Burgers vector and step of a dislocation required to separate two domain
structures in theX =3 NiSi2/Si interface can be derived from the CCSL model.

INTRODUCTION

Usually, there are two observed orientations for epitaxial NiSi2 and CoSi2 on Si,
known as type A and type B orientations. Both NiSi2 and CoSi2 have the CaF2 structure which
have lattice mismatch 0.4% and 1.2% with the substrate Si, respectively. Type A silicides have
the same crystallographic orientation as the substrate, while type B silicide shares the substrate
[I ll] axis, but is rotated 1800 about this axis. Applying the idea of Constrained-Coincidence-

Site-Lattice (CCSL) model [1, 21 1-1 and 1-3 CCSL unit cells for type A and type B
NiSi2/Si can be obtained by constraining 0.4% in <100> direction of Si crystal, respectively.

In the previous high resolution electron microscopy studies of the NiSi2/Si and
CoSi2/Si interface.[3-12]., particular attention was given to the coordination of the interfacial

metal atoms at 1-1 NiSi2/(001)Si, 1-1 NiSi2/(1l I)Si and 1-3 NiSi2/(l I 1)Si interfaces.
In this paper, we report a systematically HRTEM investigation on the long-period

boundaries of 1-3 NiSi2(221)/(001)Si and 1-3 NiSi2l(1Il)/(1T5) Si. All possible domain-
structures of 1-3 NiSi2(22 l)/(00l)Si and 1-3 NiSi2 (111)/(115) Si interfaces and their

associated dislocation can be deduced from the Constrained-Coincidenci,-Site-Lattice model.

EXPERIMENTAL PROCEDURES

The epitaxial NiSi2 thin film were grown by depositing 30nm metal nickel on
phosphorus doped (001) oriented silicon wafer followed by isothermal annealing in a three
zone furnace at 800'C in N2 ambient for 20 min. A standard method of processing metal
silicide thin films was described in detail elsewhere [13]. High resolution imaging was carred
out in a JEOL 4000EX microscope with Ca=l.Omm, focus spread A=lSnm and beam
divergence ct=0,55 mrad. The 'optimum underfocus', -l.2(CsX)lt2 of the JEOL 4000EX is
near -50 nm. However, the high resolution image contrast behaviors of Si as well as NiSi2
crystal within the underfocus values of-32 nm and -50 nm are not much different. The bright
u.- .igh resolution images of NiS12 and Si viewed along a common (110] direction
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correspond to the positions of empty channels in these two structures for the undertocus values
of-32 nm and -50nm, except bright dots are elongated along [110] in the high resolution image
of NiSa2 for a underfocus value of -50 nm. Except mentioned specially, all the high
resolution images shown in this paper were taken at a underfocus value -32nm. The
underfocus value is estimated from the minimum contrast of the amorphous region in the edge
of specimen. Program "CrystalKit" written by Kilaas [14] was usedas an aid to model the
complex atomic structure of the symmetrical and the asymmetrical boundaries. Computer
image simulation was carried out using a program "MacTempas" also developed by Kilaas
[14].

RESULTS

CCSL Model of NiSi2/Si interfaces

The lattice constant of NiSi2 is 0.504nm and the unit cell of NiSi2 is composed of three
interpenetrated fc.c. cells whose origins located at Ni (0,0,0), Si (1/4,1/4,1/4) and Si
(3/4,3/4,3/4), respectively, Each Ni atom iffNiSi2 is surrounded by eight equidistant Si atoms
whereas each Si atom is surrounded by four equidistant Ni atoms. The bonding length of Si-Ni
bonds in NiSi2 is the same as Si-Si bonds in Si given by 0-234nm. The CCSL dichromatic
patterns can be generated by selecting different Si atoms in NiSi2 and Si crystals as the origins
and subsequently it yields four possible CCSL dichromatic patterns formed by NiSa2 and Si
crystals for Y-3. The CCSL unit cells of 1-3 are shown in the figure 1 . The CCSL patterns
in (b), (c) and (d) can be obtained from that in (a) by shifting the Si crystal a vector b, c and d,
respectively, indicated in figure 2 for 1-3. The vectors b and c are the 1/4< 111> type of
vecti',s. However, these two vectors are different. The b type of vectors join two Si atoms in
Si crystal, while c type of vectors are not the vectors joining two Si atoms. The d vect*,s are
1/2<010> type. An interfacial dislocation of Burgers vector b, c, or d is needed to separate
two coexisting interfacial domain structures creatd from two different CCSL dichromatic
patterns [ 15-17].

The procedures of constructing possible unrelaxed geometric models for an interface
were given by Pond [15,16]. The (C)CSL dichromatic patterns of two crystals can first be
constructed. Possible unrelaxed geometric models of a bicrystal are then created from placing a
chosen orientation of interfacial plane in the (C)CSL dichromatic patterns, and subsequently
locating atoms of crystal I in one side of interface and atoms of crystal 2 in the other side of
interface. Further relaxation such as relative displacement of the adjacent crystals, migration of
the interfaces, local relaxation of individual atoms, or removal or addition of atoms in the
interface core may be involved to achieve the final low energy interface structures.

teal 0 50

10 0

Lillil)(c)NId
o Si , T O0

0 Si
[110] [Ti'•]s Figure 2 Vectors ofb,¢c anddinthe Sicrystal Vectors 6

and c are 114<llt > type, while vector d is a 1.,2<010>

Fig. I The CCSL unit cells of g3.
* is the coincidence sites of Ni and Si atoms
* is the coincidence sites of Si and Si atoms
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Interface structure of =3 NiSj,2122j )/(00]l)S and NiSi2(•.U•YA•D ..

Since the boundary plane of NiSi2 and Si are crystallographically different for 1=3
NiSi2(221)/(001)Si and NiSi2(Ti ly(iT5)si interfaces, we refer these two interfaces to be
asymmetrical 'hetero-twin' boundaries. These asymmetrical 'hetero-twin' boundaries have

been shown to form symmetrical atomic facets of (1II)NisQ./(ll )st and (Il2)NiSi2/(lT2)St
[18] which is similar to the case of asymmetrical twin boundaries in NiSi2 crystal [19]. This
result is consistent with the computer simulation in grain boundary case that asymmetrical tilt
boundaries which are generally of longer periods may facet on an atomic scale into short period
symmetrical boundaries [20-21].

Four possible models of atomic facets for 1=3 NiSi2(221)/(001)Si interface can be
deduced from the CCSL dichromatic patterns by the procedures given in last section and are
depicted in the figure 3 (a) to (d). The symmetrical atomic facets of (TIT)Nisi2/(Tl l)si and

(C-12)NiSi2/(iT2)Si facets are shown by dashed lines. The (Tl )Nisi2J(II J)s, facet contains 6-
atom ring and the (-112)NiSi2/(1T2)si facet contains 5- and 7- atom rings In the modeim 3(a) and
(b), the bond length of Ni-Si and Si-Si are everywhere preserved as those in the bulk,
however, the Ni-Si and Si-Si bonds of 5-atom, 6- atom and 7-atom rings for the structure
models 3(c) and (d) are slightly distorted. The simulated images of these four models for a
underfocus value -32nm and thickness 4nm are depicted in figures 4(a) to (d) As we can see,
the common ( I 11) lattice planes of both crystals in the simulated image of figure 4(b)
continuously across the interface, while those of figures 3(a), (c) and (d) are slightly shifted.an%

(,) (a) (b)

S~II

(c) (d) (C) (d)

Figure 3. Four possible models of atomic facets for Figure 4 The simulated images of four

1=3 NiSi2(221)f(001)Si interface deduced models in figure 16 for a
from the 2=3 CCSL dichromatic patterns underfocus value -32nm and

thickness 4nm

Figure 5(a) shows a high resolution image of l=3 NiSi2(221)/(00I)Si interface. The model of
this image can be constructed independently from the reference of positions of bright dots and
is same as that given in the figure 3(b). The simulated image in figure 4(b) is shown as an
inset in figure 5(a) and good match between the simulated image and experimental image is
obtained.

Figure 5(b) is the other high resolution image of 1=3 NiSi2f(221)/(00l)Si interface.
Carefully comparing the difference between figure 5(a) and (b), the common I I I} lattice
planes continuously cross the boundary which are shown as a continuous dark line in the
figure 5(a), however, the common { 111) lattice planes of both crystals are shifted across the
boundary and are shown as a broken solid line in figure 5(b) In addition, the contrast of bright
dots in this interface seems to suggest that the structural unit rings are distorted compared with



170

Figure 5 (a) and (b) are two different contrast of high resolution images of 1=3
NiSi2(951)/(OO)Si interface. The top crystal is NiSi2 and the lower crystal is Si.

that in the interface of figure 5(a). Examining the simulated images in tigures 4(a) to (d), the
simulated image of interface model in figure 4(d) which shows periodic arc contrast in the
interface matches superior to the others. This simulated image is shown as an inset in the
figure 5(b) for comparison. A d-type of 1/4<1 1 1> type of interfacial dislocation is requir:t for
the coexistence of these two domain-related atomic faceting interfaces.

The coexistence of two domain-related atomic faceting interface is found in a 7=3
NiSi2(i l)/(ll5)Si interface and is shown in the figure 6(a). These two faceting structures are
separated by a dislocation which is shown as a symbol _L in the figure 6(a).. It can be seen that
a set of common I I ll) lattice plane shown as a dark line continuously passes through the
boundary in the right hand side of dislocation, while the ( 111 lattice planes in the left hand
side of dislocation ai,, shifted slightly which is shown by the broken dark line. The structure
model of figure 6(a) is depicted in figure 6(b). This structural model is constructed with the
reference of the positions of the bright dots in the figure 6(a).

Again, similar to the case of the 1=3 NiSi2(221)/(O00)Si interface, there are four
possible structural models for 1=3 NiSi2(Ti 1)/(ITS)Si interface which can be deduced from
the CCSL dichromatic patterns. They are depicted in figures 7(a) to (d) and their simulated
image for a underfocus value -32nm and thickness 4nm are shown in figures 8(a) to (d) The
Burgers vector of the dislocation in the figure 6 is, therefore, a b-type of 1/4<111 >, since it
separates two domain-related atomic faceting interfaces which can be deduced from the CCSL
patterns in figure I(a) and (b). This b-type of 1/4<11 )> dislocation is associated with a demi-
step which separates two different terminating lattice planes of NiSi2 in the interface [17] This
1/4<11 > dislocation may be responsible for the accommodating the misfit and migration of
the 1=3 NiSi2(T 1)/(lI5)Si interface by a process similar to diffusion induce grain boundary
migration (DIGM)

As it can readily be seen, the simulated image of structural model in figure 8(a) shown
as an inset matches with the experimental image in the left hand side of dislocation, while that
in figure 8(b) matches with the experimental image in the right hand side of dislocation. The
1=3 NiSi2(lI l)/(1-T5)Si interface of structural models (c) and (d) were not found in our
experiment. However, they may also exist in different parts of interface.

DISCUSSION AND CONCLUSIONS

The possible geometrical structure models of NiSi2/Si interface can be

completely derived from the CCSL dichromatic patterns. The long period of asymmetrical 1 =3
NiSi2(221)/(001)Si and NiSi2 (i1 ])/( 1/5)Si interfaces form symmetrical (I -1)NMS0/( I l)st
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Figure 6 (a) shows the coexistence of two domain-related atomic faceting interface in a XI3
NiSi2(jI l)/(115)Si interface. These two faceting structures are separated by a
1/4<11 1> dislocation which is shown as a symbol .- (b) The structure model of
figure 6(a).

()(a) (b)
0 Ni

(C) (() c) (d)

Figure 7 Four possible structural models for Z=3 Figure 8 The simulated images of the
NiSi2(TI l)/(I!S)Si interface which can interface models in figure 7

be deduced from the 1=3 CCSL for a underfocus value
dichromatic patterns. -32nm and thickness 4nm,
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and (12)N&S2/(112)Si facets in atomic scale which is similar to the case of asymmetrical tilt

grain boundary. The domain-related structure were found in the atomic faceting =

NiSi2(22 1)/(00l)Si and NiSi2 (lIl)/(l15)Si interfaces. Two domain-related interfaces are

separated by a 1/4<111> type dislocation which is associated with a demi-step. The 1/4<11 >

dislocations may be responsible for accommodating the 0.4% lattice misfit and for migration of
the interface by a diffusive flux of Ni or Si atoms which is a process similar to the diffusion

induced grain boundary migration (DIGM) in grain boundary case [22, 23].
Qualitatively, the interfacial energy is dependent on the number of distorted bonds,

dangling bonds in the boundary core [24] and the coordination number of Ni atoms [25-27].

The interfacial energy of the domain structure in the 2 =3 NiSi2(221)l(001)Si interface of

figure 5 (b) may be higher than that in the figure 5(a), since the length and angl. of Ni-Si
bonds of the 5-, 7- and 6- atom rings in figure 5(b) are stretched and distorted compared with

those in the interface of figure 5(a). The interfacial energy of two domains in the NiSi2

(TI 1)/(ITS)Si interface may be also different, since interfacial Ni interfacial atoms are 5-fold
coordinated left hand side of dislocation and are 6-fold coordinated the right hand side of

dislocation. Calculation of interfacial energy is not attempted in this research. However, the

existence of different domain structures in the atomic faceting I =3 NiSi2(221)/(001)Si and

NiSi2 (TI 1)/(ITS)Si interfaces may suggest that they are metastable structures which could

transform to each other by gliding or climbing a 1/4<111> dislocation..
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IMAGE SIMULATIONS OF Ge TWIN BOUNDARIES.

STUART MCKERNAN AND C. BARRY CARTER.
Departm-cnt of Chemical Engineering and Materials Science, University of Minnesota,
Minneapolis, MN 55455.

ABSTRACT

General high-angle tilt grain boundaries may be described by an arrangement of repeating
structural units. Some grain-boundary defects may also be modeled by the incorporation of
structural units of related boundary structures into the boundary. The simulation of these
structures requires the use of prohibitively large unit cells. The possibility of modeling these
boundaries by the superposition of image simulations of the individual structural units is
investigated.

INTRODUCTION

The modeling of general tilt grain-boundaries in terms of repeating structural units with
varying separation is now well documented. High-resolution electron microscope (HREM)
images obtained from different tilt grain-boundaries in many materials display a remarkable
similarity in the configuration of the image contrast at the grain boundary, implying a similarity in
the boundary structures. In general there will be different structural units (or different spacings
between the structural units) along a boundary, according to the local orientation of the grain-
boundary plane. Defects may be introduced into the grain boundary; for example by deviations of
the boundary plane away from the perfect tlt orientation. These crystallographic defects result in
the appearance of defects in the repeating structural-unit configuration. If they have a regular and
well defined structure, these defects may be viewed simply as a more complex type of structural
unit.

These structural units have traditionally been examined by high-resolution electron
microscopy. Images obtained in this way are particularly sensitive to the presence of defects.
such as dislocations or steps in the boundary plane, which occur throughout the th:,kness of the
foil parallel to the electron beam. This is because the HREM images are determined primarily by
the projected structure of the boundary and not by the full three dimensional structure. Typically
areas of the boundary selected for detailed analysis are those which appear to bc in perfect
alignment, and devoid of defects. This strategy minimizes the variation in the different variables -
such as specimen misorientation, boundary misorientation. thickness variation across the
boundary etc., which must be used in generating simulated images to compare with the
experimental image. The number of such boundaries which may be analyzed is rather small. For
tilt grain-boundaries with simple structural units, the "supercell" required to generate a simulated
image of the boundary is relatively small; maybe 2nm by 100nm. For the case of more complex
structural unit repeats, or defects in the structural unit repeat, much larger "supercells" arc
required, with a concomitantly larger amount of computer time to generate the results.

The 127 <110> symmetrical tilt grain-boundary segment in Ge has a fairly complex
repeating structural unit configuration, and can occur in different configurations 11 -4]. Defects in
the ordering of the struc,ural units are also observed [3], as well as defects in the grain boundary
structure itself [4]. It thus represents a boundary which may be fruitfully investigated using
simulated images of individual structural units.

EXPERIMENTAL

Czochralski grown incoherent I = 3 Ge bicrystals have been produced previously [51. The
E = 3 boundary dissociated into a Y = 27, third order twin boundary and several coherent Y = 3
first order twin boundaries. TEM samples were prepared from the Y = 27 boundary and
examined in a high-resolution TEM.

Mat. Res. Soc. Symp. Proc. Vol. 295. 1993 Materials Research Society
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Figure 1. lligh-resolution lattice image of a defect (interface step) on the svm-metric_-
tilt grain-houndary in Ge

Multislice image simulations were pterformed on several different stnacue1ýral -unit models. The
s;tructural-unit "unit cell" was created using CrystalKit [01 soiftware (in a Macintosh Quadra
computer. The width of the unit cell .vas taken a,, the re~tat distance in the i5521 interface plane
2.94 niti The length of the unit cell was varied to insure adequate separation of the boundar%
from the image boundary necessary for the periodic boundary condition" imposed b% the
multislIice program. Different arrangements if the atoms at the botitidar-v plane Aere ohtained h%
creating the boundary in different locations within the hicrystal. and adjusting ihe positions (it ihe
atoms at the inier'ace to get the appropriate model structure. The ,imiulations were performed h%
\4ae~empa, 161 and by 1ES IS 171 - both using the atomic positions generated by' Crssia]Ktt.
lmaiges were simulated for a cr~sial lOnn i thick, imaged at 1t9tkV with a -'nvcreniLe angle of
(1.5 rrad and a focus spread ol9ý rim.

T1he image in figure I shows a portion of' the symmetric ~Z27 tilt grain boundary in
germnanium. conlainitig a defect. It is obviously not possib-le at nrcsent to cr-aea model structtiric.
carryouto the simulations., and attempt to match the images for sueb an cxtcnsis~e dectct structure
%s tihiti a reasonable time 1 lowes er. the pattemn of" intensiix at the boundaryN shoNws some

tiglari- of feattires. [he simulation and matching ofrindi idual siruxtural ui.inix cn. hoes er,
be atitntcdiru Aith current comnputer hardwa~e A firsit oi Xr Model for the detect structure max be
thiined hy matching the indiv idual intensitý p:itiern, at dii' houndars Ai ih ximuilitionis t the

lit ecrnil xInOh tral tnints of thec hoiindarN, and those if Meated bouindaries

RFS IJ

lfi niagvs in figure 2 show the resujlt' ot sirntilttion, using [ MS) [Ncrhined with ai hlti
unii ecfl leit) and the unniralrep 4 aj simiilai, n t w inedusng a ). ng unit cell jright. I hc



175

C D

Figure 2. Image simulations of the X ; 27 symmetric tilt grain-boundary using 5 nm (ab)
and f0 nm (cd) long unit cells for defocus values of 30 nm (a.c) and 90 nm (h.d). Note the
presence of contrast at the edge of the shorter unit cell because of the image grain-boundary.

lengths used were 2.5 nm and 5.0 nni respectively. It is evident that the contrast at the boundary
is largely independent of the unit-cell size, although some slight differences do exist. In the short
unit cell simulation there is not much undistorted Ge lattice visible between the distorted,
boundary region and the distorted region at the edge of the unit cell. The image.s are displayed for
two different values of defocus; -30 nm (top) giving "black atom" and -90 nm (bottom) giving
"white atom" contrast. Under these conditions the image contrast is relatively high, and the
differences between the images are hard to see. Simulations calculated for defocus values giving
very low contrast images tend to he more sensitive to precis. details of the unit cell configuration,
prohbably hecause the Fourier "ringing" associated with the boundaries is not swamped by the
high contrast of the periodic component of the image.

The images in Figure 3, part of a through-focus. through-thickness series, show the extreme
sensitivity of the contrast at the grain boundary to the partcular imaging conditions used. The
simulations were performed for a foil thickness of lOnm and defocus values of (0nm (a) and
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Figure 3. Part of a through-focus, through-thickness series for one model of the X = 27
symmetric tilt grain-boundary of thickness 10 rnm and defocus a) 30nm and b) 9Onm.

90nm (h). The contrast of the bulk material in both grains is reversed in the two images as in
Fig. I. The prominent "white dots" which mark the position of the boundary in Fig 3a are much
less visible than the corresponding features in Fig. 3b. This effect is seen in experimental
images, where the visibility of the boundary contrast can change much more dramatically than is
illustrated here.

The images in Figure 4 show simulations performed for a foil thickness of I0nm and defocues
values of 30nm for three different models of the atomic arrangement at the grain boundary. The
models used here were simply different orderings of the 5- and 7-fold coordinated rings, and
should thus give large differences in the observed intensity pattern along the boundary, which
indeed tbey do. No attempt has been made at this stage to relax the boundary to a more
energetically favorable configuration, or to adjust the rigid body translation between the two
grains.

DISCUSSION

Grain-boundary structural units have traditionally been examined by high-resolutior. electron
microscopy. It is possible, by inspection, to check that the grains on either side of the boundary
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Figure 4. Image ,imulations for three different models for the X = 27 tilt grain-houndarx
imaged for a thickness of I0 nm and defocus, of 3Onm.
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are adequately aligned, so that the image contrast is relatively easily interpretable. However,
when there are defects present in the grain-boundary, it may not be possible to correctly orient
both grains simultaneously. Even when the two grains appear to be well aligned, the insidious
effects of screw dislocations parallel to the electron beam cannot be ignored. The images are also
affected by defects, such as dislocations and steps in the boundary plane, which give rise to
inclined interfaces within the foil thickness. In analyzing the structure of grain-boundaries these
extrinsic boundary defects must be taken into account. Typically a complementary technique -
such as weak-beam imaging - can be used to determine the presence of these extrinsic boundary
defects. The difference in the appearance of the different structures in Figure 4 suggests that
some progress can be made in correlating intensity patterns at the boundary with different
structural unit configurations.

Simulation artifacts appear to be well taken care of by the computer programs, provided that
sensible values are input for all the calculation parameters, and that the unit cell size is chosen to
be sufficiently large to avoid interference problems. The output from the two different programs
generally agreed with each other, although there were some differences in the details of the image
contrast.

Through-focus, through-thickness series such as these can be used to determine the thickness
and misorientation of the bulk crystals. By combining the information from all the micrographs
in the series, the requirements for any particular structural model to match the image contrast
become more stringent. A degree of sensitivity to structure along the electron beam direction is
also acquired. By varying the defocus over a larger range than is common for bulk material.
additional information about the grain boundary structure may be obtained. At relatively large
defocus values, Fresnel fringes are obtained which have previously been us.d to investigate
various average grain boundary properties.

CONCLUSIONS

High-resolution lattice images have been simulated for several possible structural units of the
X 27 tilt grain-boundary in Ge. The resulting images clearly show differences in the image
contrast at the grain-boundary, which should make it possible to differentiate between different
model structures. The qualitative agreement between the simulated and experimental images is
very good; particularly in the relative intensity of the boundary plane features with respect to
those in the bulk. A detailed comparison of the simulated and experimental images is still in
progress.

Some of the simulation parameters have been investigated. It was founi to be necessary to
create structural unit "unit cells" which were larger than 2.5 nm perpendicular to the grain-
boundary to avoid interference between the computed grain boundary and the image grain
boundary.
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SURFACE STRUCTURE OF OXIDE CATALYST MICROCRYSTALS: HIGH RESOLUTION
ELECTRON MICROSCOPY STUDY

G,N.KRYUKOVA, A.L.CHUVILIN, V.A.SADYKOV
Boreskov Institute of Catalysis of Russia Academy of Sciences,
prospekt Lavrentieva 5, Novosibirsk, Russia 630090

ABSTRACT

The surface structure of .e -alumina and -c-ferrous catalyst microcrystals
was studied using high resolution electron microscopy. For "pure" oxides
as well as the same materials after promotion by alkali metals, models of
the oxide surface based on results of image simulation procedure have been
proposed. The surface structure reconstruction of the catalysts upon electron
beam irradiation was also observed. For the specimens under investigation
surface steps and kinks were shown to be essential for strong interaction
between oxides and supported Pt particles preventing their migration and
suppressing the sintering process.

INTRODUCTION

Many supported catalysts facilitate chemical conversion at active sites on
their exterior surface following adsorption of reactant gases. Examples of
this kind of catalysts are platinum group metals supported on oxides, such as
alumina, or carbon for the catalytic oxidation of carbon monoxide to carbon
dioxide [1]. Question about the arrangement of the support surface as well as
that of active particles arises because the catalysts work under high pressure
or at elevated temperatures. Moreover, reactant molecules are predisposed to
undergo surface rearrangement leading to catalysis. Profile image technique
for high resolution electron microscopy (HREM) offers a direct observation of
the surface arrangement in oxide catalyst materials. This paper describes
some results of HREM investigation of the surface structure of Al and Fe
oxides used as catalyst supports.

EXPERIMENTAL

Oxide materials have been prepared by spraying parent solutions in arc
plasma: details of the preparation procedure are given elsewhere [2]. The
obtained materials are fine powders with specific surface area above 10 sq.
meters per g according to BET measurements. Their phase composition were
found to be pure (ca.98%)l.-alumina and .- ferrous oxides in accordance with
X-ray powder diffraction data. HRIM samples were prepared by ultrasonically
mixing the powders in ethanol followed by placing a drop of suspension on
holey carbon film supported on copper grid. HREM experiments were carried out
using JEM-4000EX machine (0.18 nm resolution limit). image simulations were
performed with multislice routine modified by one of us 13].

RESULTS AND DISCUSSION

Plasmochemical preparation procedure leads to the formation of -- alumina and
-'-ferrous microcrystals with different grain morphology. c-alumina particles
possess many crystal orientations (i.e.(On01), (1120), (2201) etc.) whereas
d-ferrous material is crystallized in the form of platelets with (0001) as
the most developed plane.
Fig.l shows a structure image of s-alumina particle viewed along 101111
direction. On the micrograph one can see a smooth surface. It is interesting

Mat. Ros, Soc. Symp. Proc. VoL 295. '1993 Materials Resoarch Society
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S110 nm

Fig.1. Structure image ofo•-alumina crystal viewed along [01111

Fig.2. Extensive facetting observed for .- alumina crystal aligned into
<1120>. Simulated images inserted into the figure are calculated on the
base of different structure models: left - oxygen layer, right - cation
layer on (0001) surface (crystal thikness = 20 nm, 4f = -97 nm).

to note that, upon electron beam irradiation at 300 kV voltage and in high
vacuum, facets extensively form on the [1120](0001) habits of -lumina during
specimen observation (see Fig.2). This phenomenon is consistent with results
reported by Bursill and Lin [4]. Such facetting was ascribed by these authors
to a monolayer of a spinel phase.
We tried to examine the arrangement of these facets. For calculations, two
models based on the structure arrangement with one kind of atomic termination
havw been used. Rcsult of the giw.0ations are inserted into Fig.2. It is
evident that the calculated images do not fit very well with experimental
image. Simulations involving a model of spinel monolayer on the surface of.,-
alumina are in progress at our laboratory.
Bonevich and Marks [5] also observed facet formation due to surface reaction
which, in their opinion, is catalyzed by molecular oxygen and residual
hydrocarbons of ambient vacuum environment in the microscope. From this point
of view, observed facetting is significant because such a situation (i.e.,
phase transformation occurring in the surface or subsurface layers of
catalysts) might take place during catalyst treatment in reaction media.
Promotion of W-alumina by small (ca.200 ppm) amount of K or Rb leads to
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Fig.3. Surface roughening of ---alumina crystal oriented into <2201>.

Fig.4. HWN image oft-ferrous microcrystal viewed along 10001].

roughening of the crystal surface. Such surface erosion has been observed for
almost all crystal orientations: see, for example, lREM image of alumina
crystal viewed along [2201] (Fig.3).
Fig.4 demonstrates HRE74 image of--ferrous microcrystaJ viewed in <0001>
projection, As evident from micrograph the surface of.& -Fe oxide particle is
smooth without facetting. One can only see small surface steps. It should be

noted that a noticeable rearrangement of steps or ledges did not take place
during observation of this material. "There is also no evidence for surface
transformation ofo(-ferrous particles after alkali metal donation in contrast
to strong facetting being observed for promoted-C-alumina crystals. Previous
study (6] of the surface ofd-Fe oxide (0001) natural growth face after Ar ion
bombardement indicated the formation of disordered surface layers. For our.(-
ferrous sample with (0001) most developed plane facet formation could not be
detected because facets may develop in the plane of view, i.e. perpendicular
to the incident electron beam.
It seems likely that a promotion of oxide microcrystals by alkali metals plays
a significant role in stabilizing active particles on the surface of oxide
supports thus preventing particle migration process. In the field of catalysis
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Fig.5. HREM image of Pt Particle supported on alumina. Defects in the
structure of metal particle are arrowed.

the well-known "size effect" [71 results in decrease of the number of surface
act-ive sites due to the sintering of active particles after catalyst treatment
in reaction media at elevated temperatures. The latter leads to diminishing
catalyst reactivity. Therefore, support surface should be designed in such
a way as to provide strong interaction between support and metal particles.
Fig.5 shows a micrograph of Pt particle supported on promoted -C-alumina.
Steps on oxide surface are easily visible. One can also see that Pt particle
attaches strongly to the alumina surface. After specimen treatment in
the electron microscope column at 673K in vacuum for 20 sin, neither an oxide
surface reconstruction nor a change of metal particle position have been
observed. The main difference between initial and annealed samples lies in
the fact of rearrangement of the defects (arrowed in Fig.5) in the bulk
structure of supported active particle.

SUMMARY

Our results indicate the difference in the surface arrangement of
microcrystals of *-Al and #(-Fe oxides prepared by plasmochemical method.
For .- alumina electron irradiation may accelarate surface roughening along
certain orientations whereas surface erosion after alkali metal promotion
of the oxide does not demonstrate a strong orientation dependence. Disordered
surface layers of alumina oxide offer a strong interaction between support and
active particles. "Stable" surface arrangement of d.-ferrous microcrystals is
associated with their morphological peculiarity ((0001) well-developed faces).

REFERECES

I.C.L.Thosas, Catalytic Processes and Proven Catalysts, Ist ed. (Academic
Press, New York, 1970), p.14.
2.V.A.Sadykov, S.F.Tikhov, O.N.Kryukova, Proceed. 10th Intern. Cong.
"CHISA-90" (Praque, Chzechoslovakia, 1990), p.21.
3.A.L.Chuvilin, B.L.Moroz, V.A.Likholobov (submitted to Catalysis Letters).
4.L.A.Bursill, P.J.Lin, Phil.Mag.A60, 807(1989).
5.J.E.Bonevich and L.D.Marks, Ultramicroscopy 35, 161(1991).
6.R.J.Lad and V.E.Henrich, Surf.Scl. 193, 81(1989).
7.M.Che and C.O.Bennette, in Advances in Catalysis edited by D.D.Eley,
H.Pines, P.B.Weisz (Academic Press, London, New York, Tokyo,1989), p.55.



183

A MICROSTRUCTURAL STUDY OF REACTION-BONDED SILICON CARBIDE

K. DAS CHOWDHURY,* R. W. CARPENTER* AND W. BRAUE,**
*Center for Solid State Science, Arizona State University, Tempe, AZ

"**German Aerospace Research Establishment, DS000, Cologne, Germany.

ABSTRACT

Interfaces in Reaction Bonded Silicon Carbide (RBSC) have been
characterized by Analytical and High Resolution Electron Microscopy.
Both Si/SiC and SiC/SiC interfaces were free of any oxygen impurity
segregation, but contained meta..... impurity precipitates. Oxygen was
detected in the second phase particles in the SiC grains. A model is
presented to explain the evolution of these second phase particles in the
SiC grains.

INTRODUCTION

The high resistance of RBSC to thermal stress and thermal shock
and its good corrosion resistance in high temperature oxidizing
atmospheres have made RBSC a potential material for use in high
temperature applications. RBSC is formed by reacting liquid Si with C in
porous green compact of primary a-SiC and organic resin to form

secondary IP-SiC. Organic resin is used as a precursor for carbon. The Il-
SiC bonds the original ,A-SiC together to form a dense compact of RBSC.
The structure and chemistry of Si/SiC and SiC/SiC interfaces in RBSC
play an important role in the fracture behavior of RBSC. Studies on
fracture behavior of RBSC indicate that the Si/SiC interfaces are
strength limiting, compared to SiC/SiC interfaces [1,2].

This paper describes microstructural characterization of Si/SiC
and SiC/SiC interfaces in RBSC by high spatial resolution EELS, EDS and
high resolution imaging electron microscopy. It will be shown that the
interfaces were free of oxygen impurity segregation but contained
metallic impurity precipitates. Impurity oxygen present in the surface
oxide layers of Si and SiC powder and in organic resins used as
precursors for C were detected in the second phase inclusions in SiC
grains. A brief account of the mechanism of the incorporation of
impurity oxygen in these inclusions is given.

EXPERIMENTAL DETAILS

Planar TEM specimens ef a commercially available RBSC were
made by conventional technique. The HREM of interfaces was examined
in a JEOL 4000EX microscope. High resolution electron micrographs
were recorded at Scherzer defocus with a point resolution of O. 17nm.

Mat. Res. Soc. Symp. Proc. Vol. 295. ý 1993 Material* Reasarch Society
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EELS and EDX were used to determine the chemistry of the
interfaces. The nanospectroscopy was done with a Philips400ST. TEM
fitted with a field emission gun, coupled to a PEELS detector. A liquid
nitrogen cooled specimen holder was used to eliminate specimen borne
contamination. The field emission gun was operated at 1O0KeV, with an
approximately 3nim diameter probe with a current density of the order
of 108 A/m 2 at the specimen level and a beam convergence half angle
of Smrad. All the experiments were carried out in the diffraction mode
with the entrance aperture for the parallel EELS detector centered
around the transmitted beam. The acceptance half angle for the parallel
EELS detector was 10mrad.

RESULTS

Figure 1 shows a BF image of a RBSC material. The residual Si
appears in between two iarge SiC grains. Small second phase inclusions
marked by arrows were observect in the SiC grains. It was not obvious
that the Si/SiC interfaces in the boxed area of figure 1 contained any
interfacial impurity layer. Note that the interfaces are curved,
indicating that they were mobile at the processing temperature. Figure
2 is an HREM image of a Si/SiC Interface in the boxed region of figure 1.

Fig.1 Low magnification BF image of Reaction Bonded SiC
Fig.2 HREM image of Si/SiC boundary indicating no interfacial layer.

This interface did not show any resolvable amorphous or impurity
phase layer. The a-SiC was in <3-1-1> orientation and Si was in g=<l 11>
two beam condition. Good planar matching between the Si and SiC grain
with periodic misfit was observed. Since three Sif 111 interplanar
spacings are approximately equal to four SiC 1031 interplanar spacings,
every third SijlI fringes matched with every fourth 11031 a-SiC
fringes. Therefore the interface is considered atomically flat with
periodic array of edge dislocations. It also showed small -~nm ledges,
not associated with the dislocations. This good matching Indicates that
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the residual Si nucleated on the SIC grains. Position Resolved EELS
analysis showed that there was no sharp increase in oxygen
concentration at the Si/SiC interface. But in some areas along these
interfaces, precipitates containing Ni, Cr, Cu, Fe, were detected. No
amorphous layer was visible at SiC/SiC grain boundaries. Position-
resolved EELS analysis confirmed that there was no sharp rise in
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oxygen concentration at the grain boundaries either. Precipitates wo:re
observed at some regions of the SiC/SiC grain boundaries. EDX analysis

showed that these precipitates contained mainly Fe, Cu, Mn. Hence it
can be concluded that the Si/SiC interfaces and SiC/SiC grain boundaries
were free of any light element impurity (mainly oxygen) segregation
but exhibited metallic impurity precipitation.

Bulk chemical composition analysis of RBSC showed that it
contained 0.29 wt% oxygen. Hence, HREM and AEM analyses were
performed on the small second phase intragranular inclusions to
determine the impurity oxygen distribution in the material. Figure 3a
shows an HREM image of a second phase inclusion in a SiC grain. The
inclusion consisted of two characteristic areas namely, a graphitic region
showing 0.34nm (002) fringes marked A and an amorphous region,
marked B. The hole near the middle of the inclusion was due to
preferential ion milling of the amorphous region. EELS analyses from
region A and B are shown in figures 3b and 3c. As evident in figure 3b,
region A contained graphite with no detectable oxygen but did contain a
small amount of Si (not shown in the figure). EELS spectrum from region
B (figure 3c) indicated that the amorphous region contained Si, C and 0
and a small amount of Ca. EELS spectrum taken from the region marked
C in the HREM image showed no Si but did contain C and some 0 (not
shown here).

DISCUSSION

To understand the evolution of these second phase inclusions and
subsequently the incorporation of oxygen in these inclusions, the
formation of RBSC must be explained briefly.

The formation of RBSC microstructure involves the solution of C in
liquid SI and subsequent nucleation and growth of secondary P-SiC on
the original a-SiC and the eventual transformation of P-SiC to a-SiC [31.
It is well known that the dissolutic-a of C in Si(M) is an exothermic
reaction with a heat of solution at 2200°C of approximately 250KJ/mol
[4] and the heat of formation of SIC of 120KJ/mol [5]. Therefore
deposition of SiC during densification is an endothermic reaction.
Therefore there will be a rise in temperature at the dissolution site due
to the exothermic nature of dissolution of C in Si(l) which will cause
further dissolution of C in SI(1). Due to the endothermic nature of
deposition of P-SiC on existing a-SiC particle surfaces, a drop in
temperature at the deposition site of P3-SiC will occur. A temperature
gradient will develop between the dissolution and deposition sites. This
temperature gradient will result In a gradient in the activity of C
between the two sites, the activity of C being higher in the high
temperature region [1].

There may be two competing processes at this stage namely, the
diffusion of C in Si(l) and the diminution of temperature difference
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between the two sites. Calculations showed that the diffusion of C will
be much faster than the diminution of temperature difference. Hence
diffusion of C to the low temperature deposition site will induce a
supersaturation of C at the deposition site. It is generally believed that
C transports as C-Si pairs or CSi 4 tetrahedra in Si(l) [1]. Consequently SiC
will be deposited on the a -SiC surface.

As mentioned earlier impurity oxygen was present as an oxide
layer on the surface of Si and SiC powder particles and also in the
organic precursors for C. As Si melted this oxygen went into solution
with Si(Ml The solubility limit of oxygen in Si(s) and SiC(s) and that of
carbon in Si(s) [6] are very low on the order of 1018atoms/cc.

Let us consider the reaction below:.
SiOx + C ==> SiC + x[O1, where x < 2

This reaction may not reach equilibrium because the available oxygen
concentration is limited and for kinetic reasons. The equilibrium
constant for this reaction is

K = asic [ao]x/asi 0 2 ac - [ao]xeq, assuming asic, asio 2 , ac= 1 for the

chosen standard state
At points along the SiC(s)/Si(l) interface, where P-SiC nucleates and
grows the local oxygen activity in the liquid solution will increase
beyond the equilibrium oxygen concentration, [aojeq. And since
AGs1o 2 < 6GsiC [81, the above reaction should proceed to the left. This
means that SiO. and C would form and deposit on the growing P-SiC

surface. During further grain growth of SiC, the deposits of SiO, and C
would be entrapped by mobile SiC(s)/Si(l) interface forming second
phase inclusions in SiC grain. Since the processing temperature was
-2000'C, the free C will only partially graphitize. Careful background
subtraction [9] of Si-L and O-K edges in the EELS spectra collected from
the amorphous region B (figure 3b) and subsequent edge integration
over a window of 100ev indicated that the concentration ratio of 0 to Si
is 0.7. However, upon careful inspection of the amorphous region in the
HREM image (figure 3a) tiny microcrystals of the order of 3nm in
diameter (marked by arrows in the figure) were detectable. Lattice
fringe measurements of these microcrystals indicated that they were Si
and SiC. When the electron probe was placed in the amorphous region
to acquire an EELS spectrum, the probe encompassed the microcrystals
as well. Hence an average O/Si ratio of 0.7 was reflected on the EELS
spectra collected from the region containing the amorphous region and
the microcrystals.

CONCLUSIONS

Interfaces were free of any amorphous layer within the resolution
limit of the HREM microscope (0.17nm) and oxygen impurity atoms
within the detectable limit (I at%) of the PEELS spectrometer. Metallic
impurity precipitation was detected at the interfaces and grain
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boundaries. Oxygen was detected in the second phase intragranular
inclusions in SiC. The inclusions contained partially graphitized C, and an
amorphous phase containing Si, 0 and residual C. With the growth of SiC,
the 0 concentration in Si(l) at the precipitation sites will increase
beyond the equilibrium concentration. The graphite and SiO will
deposit at the SiC-deposition sites and will be entrapped by the mobile
SiC surfaces. EELS analysis of the amorphous region in the second phase
inclusions showed that the O/Si ratio was 0.7. Tiny microcrystals of Si
and SiC, approximately 3nm in diameter, were observed in the
amorphous region. The EELS spectrum from the amorphous region was
acquired from a region containing these microcrystals and SiO. phase.
Therefore the spectrum produced an average O/Si ratio of 0.7 in the
amorphous region.

ACKNOWLEDGMENTS

This research was supported by a grant from US DOE Basic Energy
Sciences, DE-FG02-87ER-45305. and was performed at the Facility for
HREM, ASU.

REFERENCES

(11 J. N. Ness and T. F. Page, J. Mat. Sci., 21, 1377, (1986)
[2] G. R. Sawyer and T. F. Page, in Tailoring Multiphase and Composite
Ceramic; Proc. of the 21st. Univ. Conf. on Ceramic Science, (Plenum
Press, NY, 1986), pg. 347.
(3] D. R. Clarke, J. Am. Cer. Soc., 60(11-12), 539 (1977).
[4] R. I. Scace and G. A. Slack, J. Chem. Phys, 30(6), 1551, (1959).
[5] D. H. Kirkwood and J. Chipman, J. Phys. Chem., 65, 1082, (1961).
[6] T. Nozaki, Y. Yatsurugi, and N. Akiyama, J. Electrochem. Soc,, 117(12),
1566, (1970).
[7] R. Chaim and A. H. Heuer, J. Am. Cer. Soc., 74(7), 1663, (1991).
[8]JANAF Thermochemical Data, Army-Navy-Air Force Thermochemical
Panel, The Dow Chemical Co. Midland, MI, 1962-63.
[91 M. Skiff, R. W. Carpenter and S. H. Lin, J. Appl. Phys., 62, 2439,
(1987).



189

COMPOSITIONAL ANALYSIS AND HIGH RESOLUTION IMAGING OF
GRAIN BOUNDARIES IN Pr-DOPED ZnO CERAMICS

I. G. SOLORZANO, 3. B. VANDER SANDE, K. K. BAEK, AND H. L. TULLER
Center for Materials Science and Engineering, MIT, Cambridge. MA 02139. ('SA

ABSTRACT

An electron microscopy investigation has been conducLted 11 Z711OPr ('0
varistor structures prepared by a new in-diffusion method. It has been shoan that
some boundaries host intergranular precipitates of a PrX O 3 -based phac All
observations lead to the conclusion that grain boundaries exhibit Pr segregation.
w hile C o is hom ogeneously distrib ,ted :. the 7,l.10 NO t-ot i s ;:•,, ';, ,i
layer is present at the ZnO/ZnO boundary nor at the Pr203/ZnO interface- This i,
consistent with a barrier model based solely on a space charge depletion regionsi

INTRODUCTION

Metal oxide varistors are multijunction materials whose highl. nonlineal
current-voltage characteristics derive from the electrical activity of their grain
boundary regions. To obtain high degree of nonlinearity in polycrystallinc ZnO it
has been found to be necessary to add a minimum of two types of cation dopanis In
sufficient concentrations (-0.5 - 1.0 mol%) and to follow sintering %'th :t!, uxidati,,e

anneal at -600oC [11. The common dopants include transition metals, such a, Co and
Mn which have ionic radii similar to that of Zn and therefore have higii solubili•c,
and low grain boundary segregation coefficients, and dopants with large ionic radii.
such as Bi and Pr, which segregate at grain boundaries and usuall, Iorm
intergranular phases f2-41. Empirically, these dopants act synergisticall', resulting
in enhancement in varistor electrical properties which is greater than ihtc ,uini of
individual contributions. While the microstructures of Bi doped taristor, ha' c bccs
extensively studied, the specific role of each additive remains unclear

The present investigation was undertaken with the objective of clarifying the
role of dopants in an electrically active Pr and Co doped ZnO ceramic varistor b%
studying the structure and chemistry of individual grain boundaries through high
resolution and analytical electron microscopy and correlating these results ",ithl
electrical and spectroscopic measurements [51.

EXPERIMENTAL

Specimen Preoaration

In order to simplify the structure of sach devices single or a limited number ot
grain boundaries were activated by an in-diffusion specimen preparation procedure
This procedure consists of the application of aqueous nitrate solutions of Pr-Co onto
undoped ZnO polycrystalline discs which are subsequently covered by a second.
similar disc to form a sandwich structure. The structures are subscqucntly fired in
air at 1400

0
C for 36h in ZnO powder to minimize volatilization. Upon heating, the

metal nitrates are calcined to metal oxides which are subsequently incorporated at
the interface and into the adjacent bulk region by solid state diffusion. Specimenu
were given an oxidative anneal in air at 650

0
C for 3h to further enhance iheui

electrical activity. Due to the high firing temperature, the in-diffusion process was
accompanied by grain growth which yielded a large grain size, 300 lam average This
procedure proved to be effective in attaining well-defined varistor-like char
acteristics at one or more electrically active boundaries 151. For comparison, bulk
specimens containing I mol% Pr and I mol% Co were prepared by conventional
sintering.

Mat. Rae. Soc. Symp. Proc. Vol, 295. *19"3 Materials Research Society
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Microstructural Characleuilation

Cross-sectional elect ron- iranspareni samples Ifrom bhe iit-d iltl u iwi produk
were prepared by dimpling followed by Argon ion beam milling undcr liquid
nitrogen conditions. Conventional TEM observations were carried out wiuth a J[- OL. 200i
CX microscope while high resolution images of selected grain boundaries were
obtained with a TOPCON 002B microscope, both working at 2010 kV, For arnalsuctal
microscopy a 100 kV rield-emission-sourse STEM, manufactured VG 1B5, uas used lit
all cases, the grain boundaries analyzed in this study were oriented pataieleio
incident electron beam and the 10A diameter electron probe followed. liep-b% -lCP.
direction either along. or perpendicular to, the boundary.

RESULTS AiiD L)iStUSSIWiN

General

Observations by conventional TEM of the in-diffused sample microstructures
clearly indicated that a precipitate phase had been formed at several grain
boundaries. Electron diffraction and dark field inmaging show thai thi, phase is
crystalline contrary to some observations by Clack (31 in Bi-doped ZnO sartitors The
elongated morphology of the precipitate shown in Fig. I suggests thai tii phase wect,

the ZnO grains at tl.- firing temperature I 14000 C) and that, in some boundaries. the
grain orientation and the interface energy balance maintains this morphologý eveni

after annealing at 6500 C. However most of the iiitcrgranular p-ecintiairs. upoln
anneal at 650 0 C, recede to accommodate themselves into a morphology with a higher
dihedral angle and thus equilibrate the interfacial energy with the neighboring
grains, as illustrated in Fig.2.

200 nm 200 nm

Fig. I TEM micrograph on intergranular Fig.2 TEM micrograph of grain boundary
precipitate with low dihedral angle precipitate with high dihedral angle

morphology
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The majority of grain boundaries were found to bc free of intcrgranular
precipitates. In order to clarify whether a continuous intergranular layer ipr ,int
at precipitate-free boundaries, as has been demonstrated to occur in Bi cnmlalning
ZnO varistors [3. 61, and also to determine the structure and compositional nature ol
the formed interfaces, STEM and HREM techniques have been combined.

Precipitate-free Boundaries

All grain boundaries analyzed by EDS spectroscopy exhibited Pr segregation
There was no significant presence of Pr in the ZnO matrix- Co. on the other hand, ,.
homogeneously distributed in the matrix, with no detectable enrichment at the grain
boundaries. These observations were consistent in all boundaries analy/ed.
independent of the degree of misorientation between neighboring grains.

A typical image of an edge-on oriented grain boundary in the STEM is shown
in Fig.3a. Fig.3c displays the EDS spectrum obtained from the boundary superimposed
on a corresponding spectrum obtained from the ZnO matrix 10 nm away from the
boundary. The same grain boundary in a TEM image is shown in Fig.3b The localized
contrast change at some points neighboring the boundary could be interpreted a,
due to strain fields. High resolution imaging shows that such boundaries are also free
of any intergranular layer since the lattice plane fringes of adjacent ZnO grain,
were seen to be continuous right up to the plane of the boundary. Careful
examination of the boundary also reveals terminating fringes that accommodate the
mismatch between the planes in the two grains, suggesting that they are gra•n
boundary dislocations. This supports the cuIJusion that no intergranular film is
present at the boundary.

~(b)

J ,

-' I

Fig, 3 A precipitate-free grain boundary (a) Bright field STEM image; (b) Bright
field TEM image of the same boundary showing localized strain fields; (c) EDS
spectrum from the boundary (solid line), and from the neighboring ZnO matrix

(dotted line).
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Grain Boundary Precipitate

Point to point STEM compositional analyses across grain boundary precipitates
were accomplished with a minimum spacing of 5 nm. Although no quantative
determination has been attempted, the EDS spectra from the precipitates reveal only
Pr and 0 peaks with a constant ratio. This could indicate that the precipitate
constitutes the Pr203 hexagonal phase as proposed by Mukae 171. Fig.4 exemplifies a
typical grain boundary precipitate region which has been studied by STEM and
HREM. Fig.4a gives the precipitate scale and morphology. Fig.4 b-d represent typial
EDS spectra for which Fig.4b corresponds to the precipitate phase. Fig4c to the
matrix in front of the precipitate, and Fig.4d to the grain houndary 5)0 nm away from
the precipitate. The same observations indicated in the previous section are vahd
here. Furthermore, no variation in the concentration of these elements I,
measurable in the ZnO matrix in front of the precipitates. This finding is In
agreement with the argument that the grain boundary precipitate results front the
recessing at lower temperatures of the Pr-rich intergranular phase as has been
liscssed with respect to the Bi-rich intergranular phase in Bi-Co-ZnO varistor,; 191
Fig.4e gives a lattice image of the precipitate/matrix interfaces. The absence of any
amorphous layer separating these two phases should be nowd as this is contrar,'

, :. t .l ni in Bt-doped varistors 191.
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Fig. 4 Analysis of a grain boundary precipitate (a) TEM image; (b) EDS spectrum
from the nrecipitate; (c) from the ZnO mnatrix; (d) from the grain boundary; (c)
HREM image of the precipitate/matrix intcrfacc(next page),
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Fig. 4 (Cont.)

CONCLUSION

An electron microscopy investigation has been conducted in ZnO:Pr:Co
varistor structures prepared by a new in-diffusion method. It has been shown that

socboundaries host intergranular precipitates of a PrO y-based phase. All
observations lead to the conclusion that grain boundaries exhibit Pr scgregation.
while Co is homogeneously distributed in the ZnQ matrix. No continuous intermediate
layer is present at the ZnO/ZnO boundary nor at the Pr2O 31ZnO interfaces,-. This 1N
consistent with a barrier model based solely on a space charge depletion region(s).
Current work is being done to establish a correlation between structural and
compositional properties of the grain boundary including precipitation/segregation
effects and the generation of interface traps and related electrical barriers.
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ATOMIC STRUCTURES AND DEFECTS OF
AS-GROWN Nb1 +,S 2 PLATELETS ON Nb SUBSTRATES

CHUXIN ZHOU' AND L. W. HOBBS
Department of Materials Science & Engineering, MIT, Cambridge. MA

ABSTRACT

The interlocking of Nbl+,S 2 platelets developed during sulfidation of Nb results in
formation of a compact scale. The atomic structure and defects of these platelets were
investigated using HREM. The resulting microstructure is very different from •onven-
tional microstructure consisting of polygonal grains and polyhedral grain boundaries
because of the anisotropy of the crystal structure. The principal phase was identified
as 3R-Nb1 +.S 2 intergrown with 2H-Nb1 +0 S2 , or with some other arrangement of
S-Nb-S slabs. The -S6- octahedral sites between two S-Nb-S slabs provide accom-
modation for extra Nb or foreign atoms and the large non-stoichiometry of Nb +,Sn.
Stacking faults along the c axis account for the high density of planar defect structures
observed within almoAt every platelet. Axial lattice fringe images and streaking in
the diffraction pattern indicate that the planar defects are normal to the c direction.

INTRODUCTION

The present work aims at a thorough study of the sulfidation product, of niobium
using TEM and HREM. The special interest in Nb sulfides derives from the observa-
tion that Nb, in sulfidizing environments, behaves in its corrosion kinetics similar to
Cr, Cr- and Al- hearing alloys in oxidizing environments. Just as Cr 20 3 and A1203
are stable and protective in oxidizing atmospheres, Nb 1 +,S 2 provides very good pro-
tection for Nb in sulfidizing atmospheres. The growth rate of Nbl+,S 2 formed on Nb
is of the same order of magnitude as that of Cr2 O3 on Cr at 900 0 C(l 173K)[I. 2]. A
possible mechanism is discussed for the large deviation of Nb1 ,,S 2 from its stoichiom-
etry in terms of our TEM and HREM results and why the large observed derivations
do not lead to rapid sulfidation as they do in Fe 1_.O and in Fe1 _,S.

Our TEM and HREM foils were prepared directly from polycrystalline Nb,+,S,2
scales produced by reacting Nb metal with either sulfur vapor (Ps, = 10-'arm)
or H2 - H7S gas mixtures (Ps. =  1 O--6m _ 10-'alri). Three-mm discs were cut
ultrasonically from the surface of the as-sulfidized Nb specimens The depth of the
cut was 100-200prm. The other side of the specimen was abraded and polished until
the 3-mm discs were parted from the bulk sample. Instead of using jet-polishing,
the 3-mm discs (50-100psm thick) were mechanically dimpled from the metal side to
20pm or less thickness at the center with a VCR Dimpler. then thinned to electron
transparency by ion milling with the metal side facing one ion gun and the sulfide
side facing the second gun (turned off in this case) and shielded by a stainless steel
cylinder,

The TEM and HREM observations were performed on a J EOL 200CX instrumen-t
operating at 200KV or an Akashi EM-002B(UHR/HTS) instrument operating at
200KV.

'Present Address Radiation Monitoring Devices. Inr 44 Hunt St Watertown, MA 02172

Met. Res. Soc. Symp. Proc. Vol. 29S. e199 3 Materials Research Society
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Figure 1'. (a) TEM BF image al tOe iniddle portion of NbS 2 scale forilm d on po0.
crystalline Nb in 112 - H2S gas mixtures ( Ps2 = 10' "%tun) at 900'C( 1173K for 19N
min, showing scale compactness and interlocking of NbS2, platelets.

Figure 1(b) HREM bright-held 3-beam axial lattice fringe image shows the growth
of two platelets with large misorientation angle to form a compact junction or grain
boundary.



TEM AND HREM STUDY OF NbS., SCALES

The rnwrostructures of Nbl 0S*2 sulfide scales weresiii00 r t ear I t her for all sainipie'
sulfidized in H 2-4L2S from R,;, = lO0otýn to P's, =tP 1 0"o0t siuntder both SEAM \ arid
TEM observations. Resulting'FFNI images olbserved fromt tli. uiddi- po(rtioni of the
scale confirmed th~at the sulfide gr irs were arrticdi tl Iiior,. cotipas t laser and

also retained a platelet strutturc which was % er ' i, ,Iin iIr t o t hat r,,%va~l,.,! b . S 11M

examination of the scale surface structure12.3' I he fornut ,io of thI ese ItIate(if-t'

attril-.rtable to either (1) outward diffusioni of NI). 'Ait h t lie III Ilhdal i(n re~ac 11.-! tAý ItiL
place principally a! the gas/solid interface or (2) inward diffustoon uf 'S. with the
reaction taking place princi pall v at the scale/mietal interface. The TEM examnination'
revealed an interior scale microst ructuire Ahich had a simi~lar morphology to thaiit of
the external scale surface. biut it ioulId not 1w concluded wbet her tile form,- had
evolved from the latter or vice versa.

Figure Ia shows the bright field niage front a miiiddlec portion oh t su:id Iat tot 1 A!'
The niobium samnple was soilfidized in 112 112S (/f. =5 1- I O lorii at It 7:1K fr 100~

min. The interlocking of the Nh,,.,S2 platelets, res lt s iit formation of a cottpac t-!
These im~ges are very ditlerent from conventional m ic rost rucL tres of pol% gonal eram-,
and of polyhedral grain boundaries. Stacking faults along the c axis (-an account for
the high denbity of planar defect st rnctures ubservedl within almtosi eveN platelet,
From observation of the lattice fringes and analvsi, of streakiniz InI the litfrarlio
patterns, we undurstand that the planpir defects arte no~rmal to tOh c di recti'lti

The growth of the Nb,~,,S 2 platelets appears, to favor the( basal platie. as dist ,ated
in Figure 2. The growth of the N'bI grains stops w hen two or inore nejaliboritie

Nbl,4 S2 platelets grow together at large angles 1) formnitg a junct ion, as h,,wri im
Figure lb. Bending of the lattice platies was also ol,wsrs ed at the junictiotn area. 1 lie
compactness and protection providedI hv the Nbt ..,,5, sulildatiiit scale are related to,
the complete interpenetration of two or more platelet a ;t large angle grain boundaries
which are very different from classical grain boiindaries.

Figure 3 shows a high ,es.Ali~tion :image of a platelet from the middle portion Of

the Nbl,+S2 scale shown in Figure Ia. A thin lamellar heterov-eneitv (about imi in
thickness) is observed. From X-ray diffraction rr-tiltsI31, we nave shown that Nbj,ýS2
scale is principally of rltombohledral structure. tot 211 MIS., can result locally' due
to stacking faults, because the only difference bet weeni these 2H and .3H phases is a
variation in the stacking sequence along thin c axis,. fv riese capital letters A. B arid
C to represent the sulfur layer, arid lower case leuers a. h) and c -- fer to Nb lavers.
t he stacking sequet'ce of 2H ph~se is AbACbCA, which has a period of l.2nm along
the- c axis; the stacking sectuence of 311 phase is AbABcBCaCA to form a Period 01

ISnrm along the c axis. lntergrowth of these two I bases catl take place at stackitig
faults or by a shear in the basal pl.o'. normal to t he c axis.

Faulting of these stacking se-quences if relatively easy hem ause of thle weak bond-
ing between S -S layers and thre weak communication hetweerý neighbioring NI) layers
which are separated by two, :lfur layers. In addition to thle continued stacking o' :Ml
structure, AhABcBCaCIAbA, three other stac.6ing faults may he createid, for eX1aiti-
pie AbABcB('aCIArA corresponds to a simple fault. AbAlcr3CaQ'IaB ito the inter,
growth of 211 structure ICa(C.aB), and AbABcBCa('lhcil to a twinl (BfcPCaCBcl3)
If additional stacking of the trigonal prismatic .5 Nh S slabs is considered, a corn,
binaLion of these faults royý\ formnT r., cotmplicated strijettines as discuss;ed ni detail



CGrou~n direction

normal to C dirction
N'bS-. platelet

corresponding diffraction pattrnm

Figure 2: Schematic diagram illustrating the orientation relationship between platelet.
lattice fringes and diffraction pattern.

Figure 3: (a) HREM image of a platelet from Figure. I shows a lamellar heterogeneit '
of 5nm width. The average lattice spacing of adjacent 3P. material is d=0..597
O.605nm with a maximum value d=O,635nin. The resolved atomic -pacing of the

scnaylattice fringes, which form an 86 -88' angle with the c axis, is 0,284rni.



elsewhere[3, 4].
At least two crossed lattice-fringe images are resolved from the lamellar hetero

geneity in Figure 3; one set corresponds to lattice planes normal to the c axis and
the others are nearly parallel to the c axis, the two sets of planes forming an angle
of 86 - 88'. The interplanar angle does not match an%" lattice planes in either sulfide
and may be an interference anomaly without direct corrmspondene to a real lattice
plane. By recalling the.weak bonding and simple shearing between two S -Nb S slabs.
we expe such an angular deviation as observed from sample to sample. The a erage
resolved atomic spacing between their planes is 2.84,k. which is closer to that for
{0110} a 2H-Nbl+,S 2 than in 3R-Nb1 +0 S2 . The adjacent area %a-& identified as 311
phase where no crossing fringes are observed.

Fo, perfect crystals of either 2H- or 3R-N|)1+oS 2 . J1010} planes are no:,,..,
to (0001) where 1=2 for 2H and 1=3 for 311 structures, respectively. Experimenta,
measurements indicate that the crossing angle is less than 90., T his may be attributed
to a shearing between adjacent the (000!). This sheared trutcture (and also bending oe
the lattice planes as shown in Figure 1) is a common phenomenon within all Ntl+.+S, 2
platelets from the middle portion of the scale observed in the present study- Figure 3h
shows both effects in a multi-beam axial lattice fringe inage.

NON-STOICHIOMETRY AND POINT DEFECTS IN NbS2

Using the electron probe microanalyzer, the range of non-stoichiornetry of Nl))-,S,
sulfidation scales was determined[2, 3]. The maximumn deviation fromn stoichionietry
of NbS2 is an approximately 30% Nb extra.

The extra diffuse peak in X-ray diffraction and the appearan -e of kinematicallv
forbidden spots in electron diffraction experiments indicate the formation of orde, 'i
defects]3]. This defect ordering has been reported for other system[5, 6].

If we consider the non-stoichiometry in 1,Qb1 ,S 2 as described elsewhere[S. 91. with
the sulfidation rate depending on the non-stoichiometry, catastrophic sulfidation of
Nb is predicted. For example, if we assume a stoichiometric deviation parame-er o =
0.3, which was determined from our experiments, and that all interstitials are mobile.
then the concentration of Nb interstitial [Nb,]= x = 0.3, and the correspcnding self-
diffusivity of Nb through the Nb,+,S 2 scale can be estimated as

D =-ya2 xr'oexp( Irxp(ll,,

where -y z I is a geometrical factor, a - 2.5 x 10-s is the average distance for an
atom to jump and vo . 3kT/2h -- 3.67 x 10 3 JHz is the thermal vibration frequency
of atoms in free state, AS,,/ zt 3 - 5 and AH_ J,, 80 - 150ki/mol at about 0.5
0.ST,,. The estimated diffusion coefficient of Nb is ) = 3 x 10 - -- 3 : -1 ,rn 20."
Consequent!H, if tht .,un interstitials are predominantly mobile point defects, we
would expf ct a parabolic scaling rate of the order of IAc • 10-s - 1)- cm2 / which
is 4 to 8 orders of magnitude greatci than the parabolic sulfidation rate constant of
Nb at 1173K we havw determined experimentally.

The measured diffusivity of sulfur in the niobmimn sulfide scale is

- 1T
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At 1173K, D 4.5 x 101 2 cm 2 /s, and the correspo:,ding sulfur vacancy conctntration
is V+2 ] 10-6. This is a reasonable estimate in comparison to the defect concen
tration in Cr 203 as discussed by Greskovich[10[. r g. ('r,_-O1 with rk = 9 > 10-1 at
1373K.

By considering both the appreciable non- stoichioniet ry and diffusion-barrier trans
port properties in NbS 2 , we conclude that the extra Nb atoms responsible for the
observed nonstoichiometry must be identified with well-bonded -Sr - octahedral site.
within the sulfide The marker experiments a.s well as kinetic measurements are
consistent with the possible importance of sulfur vacancies[2,i7. We may thus write
the general form of Nbl+.S 2 as Nbi+.S 2 _,, with x > y, (x -i 0.1 - 0.3,y - 10"-)
Structurally, interstitial Nb atoms (for the octahedral -S6- coordination) form or-
dered structures, and the Nb atoms have a strong interaction with their neighboring
atoms and defects: consequently, they will not significantly contribute to ".he trans
port properties or other dynamic properties. On the other hand. the minority sulfur
vacancies of sulfur on the sulfur sublattice are free to move. and we sugges, thie are
the dominant mobile defects for the growth of Nb1.,S, scale. Thin interpretation is
consistent with our experimental observations.
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ABSTRACT

A nondestructive three-dimensional RBS/channeling analysis system with an atomic
resolution has been designed and is being constructed in Osaka Lniversity for analysis o1
nanostructured surfaces and interfaces. An ultra high-vacuum sample-chamoner with a three-
axis goniometer and a toroidal electrostatic analyzer for medium energy ion scaltering (MI-ISt
was combined with a short acceleration column for a focused ion beam. A liquid metal ion
source (LMIS) for light metal ions such as Li+ or Be' was mounted on the short column.

A minimum beam spot-size of about 10 nm with a current of 10 pA is estimated by optical
property calculation for 200 keV Li 4 LMIS. An energy resolution of 4 x 10-3 (At/E) for the
toroidal analyzer gives rise to atomic resolution in RBS spectra for Si and GaAs. This system
seems feasible for atomic level ana!ysiq of localized crystalline/disorder structures and surfa'ces

INTRODUCTION

Nuclear microprobes have successfully been applied to elemental mapping using PIXIE in the
field of biology, geology, and mineralogy I1 - 31. In the meantime, increasing demands inmicroelectronics for localized image mapping of designed structures enforced to apply

microprobe techniques with Rutherford backscattering (RBS) to semiconductor process
developments [4, 5], in which a lateral resolution of 1 micron or less with a depth resolution of
a few ten nanometers is required. However, the minimum feature size of integrated circuits
(ICs) continues to shrink from a micron down to submicron, Nanofabrication using electron
beams and scanning tunneling microscope (STM) tips facilitates further miniaturization in
fabrication. Under such a circumstance, structural and/or atomic imaging of modified
structures are of great importance for process control. A nuclear microprobe with a probe spot
size of several ten nanometers, combined with a high resolution analyzer, can provide not onIly
structural images but also cross-sectional atomic images (i.e., in-depth imaging) without
sample sectioning.

In this study, a compact nuclear microprobe with a liquid metal ion source (LMIS) and a
toroidal analyzer has been designed and is being constructed in Osaka University. The
compact nuclear microprobe system has a size of conventional scanning electron microscopes
and provides a beam spot-size of about ten nanometers with a current of 10 pA. Such a system
can meet the requirement of future nanofabrication with a feature size of several hundreds
nanometers or less.

RBS MAPPING AND TOMOGRAPHY

Figure 1 shows the concept of total quantitative recording of RBS spectra for each of the
scanning positions of a nuclear microprobe, the resulting RBS mapping at a certain depth and
RBS tomography at a certain cross-sectional plane 14, 51. The microprobe is raster-scanned
over a sample surface. Each of the RBS spectra is stored in computer memory as a data block
for a certain scanning position. The stored data blocks can be displayed or analyzed with
appropriate software windows afterwards to produce both RBS mapping (at a certain depth or
at a given species) and RBS tomography (at a certain cross-sectional plane). All the data
necessary for analysis can be obtained by a single measurement, which drastically reduces
measuring time and, hence, radiation damage in a sample.

The lateral resolution of RBS mapping is determined by the probe diameter, while the in-
depth resolution is determined by an energy loss factor and an energy resolution of detecting
systems. Therefore, the lateral resolution ranges front 5 to I0(W nm, depending on the beam

Mat. Rest, Soc. Smp. Proc. Vol. 295. 1993 Materials Research Society
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current, the values of which are not yet feasible for lateral atomic scale imaging. However, a
depth resolution of subnanometer can be obtained by the use of a toroidal static energy analyzer
used in this study, in which atomic level analysis or imaging in depth is possible.

MICROPROBE SYSTEM DESIGN

Figure 2 shows the schematic illustration of a compact nuclear microprobe system with a
LMIS. The system consists of three stages of lenses: an accelerator lens, a condenser lens,
and an objective lens with an ExB mass filter. A maximum acceleration voltage of the column
is designed to be 200 kV. Therefore, a maximum accelerating energy of 400 keV is achieved
when doubly-charged ions (e.g. Be++) are used. A target chamber with a vacuum of 5 x 10 10
Ton" has a sample holder mounted on a goniometer for channeling. A solid state detector and
an electrostatic toroidal analyzer with a microchannel plate (MCP) are used for RBS
measurement.

Lithium and/or beryllium LMISs will be used because of the simplicity in operation. lC0)
keV Li4 or Be+ probe ions yield a factor of 900 - 1600 larger scattering cross section in Si than
for 2 MeV He+, though radiation damage due to probe beams should be carefully investigated.
Thus, the compact system can provide higher RBS scattering yield with good energy resolution
(i.e. depth resolution) when an electrostatic energy analyzer (a toroidal analyzer) with an
energy resolution of 4 x 10-3 (AE/E) is combined to a medium energy ion scattering (MEIS).
The energy resolution of 4 x 10-3 (AE/E) corresponds to depth resolutions of 0.21, 0-29, and
0.32 nm for Au, GaAs, and Si, provided that a Li+ probe at 100 keV and a scattering angle of
900 are used.

BEAM OPTICS SIMULATION

Aberrations of the focusing lens system shown in Fig. 2 can be calculated by a finite element
method 16]. Table I shows the spherical and chromatic aberration coefficients for accelerator,
condenser, and objective lenses. Focusing characteristics can be further estimated using
calculated aberrations and ion source specifications (71.

Figure 3 shows the calculated beam spot diameter as a function of beam current for a Be+
and Be*+ LMISs. The source size, the angular current density, and the energy spread of the
Be+ and Be++ LMISs are obtained from published data [8] and are 25 nm, 6 liA/sr, and 10
eV, and 25 nm, 15 i±A/sr, and 8 eV, respectively. Singly-charged beryllium ion-beams
provide a current of 100 pA with a beam spot-size of 600 and 1600 nm at 200 and 100 keV,
respectively, while doubly-charged beryllium ion-beams provide smaller beam spot-sizes
because of the higher angular current density and lower energy spread. Be++ microprobes
with a beam spot-size of about 100 nm with a current of 40 - 80 pA are estimated at 200- 400
keV. A minimum beam spot-size of 10 nm with a beam current of 2 pA is estimated for 200
keV Be*+ beams.

Table I Optical coefficients of the focusing column. Cs:
Spherical aberration coefficient, Cc: Chromatic aberration
coefficient. M: Magnification

Cs (mm) Cc (mm) M

Accelerator Lens 39506 3085 - 1.087

Condenser Lens 2110681 759.4 0.494

Objective Lens 113689 243.5 0.351
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Fig. 3 Beam spot diameter as a function of current for 100 keV and 200 keV Be+ (a)
and 200 keV and 400 keV Be++ (b) LMISs obtained using calculated aberrations.
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Fig. 4 Beam spot diameter as a function of current for 100 keV and 200 keV Li+
LMISs obtained using calculated aberrations.

Figure 4 shows the calculated beam spot diameter as a function of beam current for a Li+
LMIS, provided that the source size, the angular current density, and the energy spread of the
Li+ LMIS are 25 nm, 20 tLA/sr, and 5 - 15 eV. Microprobes with a beam spot-size of about
100 nm with a current of 100 pA can be obtained at 200 keV. A minimum beam spot-size of
10 nm with a current of 10 pA is estimated for 200 keV Li+ beams. Therefore, the lithium
LMIS is more suitable for obtaining smaller spot-size with high current.
This probe beam characteristics can not meet the requirement of the atomic surface imaging.
However, structural image mapping, combined with micro RBS and channeling contrast
techniques, with lateral and in-depth resolutions of 10 and 0.2 nm, respectively, would provide
indispensable information for future nanofabrication process development.

SUMMARY

A compact microprobe system with a LMIS for surface and/or interface analysis has been
designed and is being constructed. The system size is almost comparable with a conventional
SEM system and can be easily installed in a clean room for semiconductor processing. A beam
spot diameter of 10 - 50 nm with a current of 10 - 50 pA is estimated by optical property
calculation for 200 keV Li+ LMIS. The estimated lateral and in-depth resolutions of 10 and
0.2 nm, respectively, are feasible for atomic level analysis and structural mapping of localized
crystalline/disorder structures and surfaces.
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ABSTRACT

We report on new experimental studies of the Ge(ll1)-c(2x8) reconstruction per-
formed with low-energy electron diffraction. (LEED) and scanning tunneling microscopy
(STM). Weak quarter-order reflections are present in the c(2x8) LEED pattern in agree-
ment with previous observations and results of ab initio calculations. In order to gain
insight into the predicted splitting of dangling bond states, we compare constant current
topographs (CCT's) performed at high-tunneling currents (40.nA) with first-principles
calculations of the local density of states (LDOS) 1 A above the surface adatoms and
obtain good qualitative agreement. We finally discuss to what extent the STM CCT's
at high tunneling currents (small sample-tip distances (STD)) are sensitive to surface
states outside the P" point.

INTRODUCTION

The Ge(ll I)-c(2x8) reconstruction has been extensively studied with a variety of
probes and still attracts much attention. Recent ab initio calculations,[l] e.g. indi-
cate a reduction of the structural symmetry of the c(2x8) reconstruction in comparison
with what has been previously accepted. Due to the small departure from mirror plane
symmetry, the reconstruction displays the lowest possible symmetry, i.e. only transla-
tional invariance. Therefore six instead of 3 c(2x8) domains should cover an annealed
Ge(11 1) surface, as suggested rather early.[2] The result of the calculation may not be all
that unexpected because the c(2x8) structure even with mirror planes breaks the 3-fold
symmetry of the underlying bulk structure, in contrast to what occurs in Si(l 11)-(7x7),
where the symmetry of the unreconstructed surface is preserved.

In this paper we present LEED and STM experimental results, which represent a
continuation of a work already presented,[3] and new first-principles calculations. In
typical STM CCT's atomic positions or high density of states appear as bright spots.
Frequently one spot is attributed to the position of a single atom which is not generally
the case, as it will be shown in this study. We observe more spots than there are (top
layer = adatoms + rest atoms) surface atoms. There may be several explanations for the
observation of multiple spots. We could, e.g. observe second layer atoms or, as in the
present case, the LDOS (or atomic orbitals) exhibits more than one density maximum in
a plane above the surface. This effect, which could be called spot splitting, is predicted
for the LDOS I A above the adatoms in the case of filled states (see Fig. 4(a) of [I]).
In the present work, we compare theory with STM CCT's for unfilled states performed
at high tunneling currents.

The outline of the paper is as follows. We will first offer an incomplete overview (only
centered on symmetry considerations) of previous work on the c(2x8) reconstruction.
Afterwards we shall present the LEED and STM results. In the following section, the
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observation of the quarter-order spots in the LEED pattern as well as the features of
our CCT's for high tunneling currents will be discussed and compared with calculated
LDOS pictures. The last section is devoted to the conclusions and to comment on
the limitations of CCT measurements, mostly with high tunneling currents, in proving
structural asymmetries. This is due to the fact that the surface electronic states at
kr 0 0 may influence the contrast in the tunnelling images.

THE Ge(1I1)-c(2x8) RECONSTRUCTION AND ITS PREDICTED
ASYMMETRY

Yang and Jona proposed a c(2x8) structure (shown schematically in Fig.l) with
mirror plane symmetry[41 in order to justify why the quarter-order spots of the c(2x8)
were not observed in the LEED pattern. By contrast, Phaneuf and Wehb observed the
quarter-order reflectionsf5l though with an intensity 1000-, 100-, arid 10-times weaker
than that of the integer-, half-, and eighth-order reflections, respectively. A detailed
study of the quarter-order reflections as a function of the angle of incidncee.-5 •hoaed
that they do not result from surface wave enhancement ofeighth-order beams in a double
scattering process, as assumed by Ichikawa and lno[6]. Therefore some small distortionl
from the structure suggested by Yang et al should exist, although atomic displacements
should be really small considering the fact that they were neither detected with surface
x-ray diffraction,171 nor in the earliest STM investigations.[8]

Table 1. Calculated structural shift of the atomic in- Atom x y
plane positions of adatoms and rest atoms, with respect A4 0.31 0.06
to those of the unrelaxed c(2x8) structure. Displace- A, -0.17 -0.06
ments along the axes shown in Fig.1 are given in tenths R3 0.17 0.02
of A. Atomic labels correspond to those of Fig.l. -R4 1.14 -1.34

Ab initio calculations of the surface structure and electronic properties of the Ge( Il )-
c(2x8) showed a small buckling between the two rest atoms, in agreement with previous
STM observations.[9] With respect to the small predicted asymmetry, type-R4 rest atoms
show the largest displacement (0.18A) from the expected symmetrical position (see Ta-
ble I and Fig. 1). The weak LEED intensities for the fourth-order reflections were
calculated[l} in agreement with the results of Phaneuf el al.. Moreover, the calculations
showed that the violation of the symmetry is more pronounced in the electronic density
of states at the surface, which has been corroborated by recent STM measurements.13]
Another result of the calculations concerned the LDOS of the adatom dangling-bond
states. Filled states (0.5 eV below the Fermi level) appeared split in real space, i.e. a
single state exhibits two maxima in a plane IA above the surface.

Spot splitting for unfilled states (1.1 eV sample bias) was observed with the STM in
the CCT mode. for relatively high tunneling currents (" 40. nA); i.e., when the sample-
tip distance (STD) was small. From the experiment the location of these anomalous
brightness maxima with respect to the c(2x8) unit cell could not be determined and
the correspondence between maxima in brightness and surface states of particular atoms
remained unclear.[3)
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Figure 1: Top view of the Ge(lll)-c(2x8) reconstruction. Large open circles correspond
to adatoms. Medium sized filled and open circles represent I'" layer unsaturated atoms
(rest atoms), and I" layer saturated atoms, respectively. The calculated shift of type R.4
rest atoms (see Table 1), enlarged for the sake of clarity, is indicated by open circles with
a circumference thicker than that for the I" layer saturated atoms. Small filled circles
correspond to 2 "' layer atoms. The previously assumed mirror planes are indicated by
dashed lines.

LLEED AND STM RESULTS

"The quarter-order reflections in the LEED pattern

Although, to the best of our ability, we prepared all samples in the same way, quarter-
order reflections could only be identified for roughly one fourth of the specimens. There
is, however, a relation between the size of the (rotationally equivalent) single c(2x8) do-
mains and the appearance of the quarter-order spots. From our observations it is obvious
that the quarter-order spots are indicative of large domains. Thus, it is clear that minute
differences in the sample preparation procedure affect the strength of the quarter-order
reflections, which represents an explanation for the old controversy whether these LEED
spots are present or not. A typical LEED picture and a schematical reproduction of this
pattern is shown in Fig.2.

lliMh-current STM CCTs: the spot splitting

The STD decreases with increasing tunneling current. Therefore, we establish a
comparison between a CCT performed at high tunneling current (small STD) and a cal-
culated LDOS only IA above the adatoms. In particular, we would like to obtain some
information about the physical origin of the spot splitting. We found stable tunneling
conditions leading to CCT's where spot splitting can be observed when probing empty
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Figure 2: LEED pattern of
the Ce(11l )-c(2 x8) surface.

Electron beam energy = 32.
eV (left). Schematical rep-

o resentation of the observed
.0. o0 reflections (right).
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states (positive sample biat) In Fig.3(top) we show a CCT obtained at a sample bias
value of + 0.8 V and high tunneling current, and in Fig.3(bottom) the LDOS for states
at the R 2 point (see Fig.4) at a significantly higher energy level (+1.6 eV) above the
Fermi level[l] In spite of large energy difference, there is a qualitatively good agreement
between these pictures as far as the density of spots is concerned, which is higher than
the number of dangling bonds. Note, however, that the spot located at A 4 does not split
in the CCT like in the LDOS. Intensities and shapes do not match exactly. Calculated
spots, i.e. LDOS, originate mainly from back-bond states. For details about the calcu-
lation the reader is referred to Ref.[1].

DISCUSSION

As previously mentioned, there is a significant difference between the sample-bias
value in the STM image of Fig.3(top) and the energy for which the LDOS was calculated.
Assignment of absolute energy levels, however, is a notorious difficulty of these type of
calculations. We also note that we do not sample the LDOS at one particular k-point
when performing a CCT, but integrate over the whole reciprocal space. This integration
may become more important the closer we get to the surface. The reason for that arises
from the decrease of the decay length of the electronic wave function with the increase
of the in-plane component of k (k11) for the states involved in the tunneling.[10] For large

STD's only those states of small in-plane k component will tunnel, whereas for smaller
distances even states outside the center of the Brillouin zone will have a non negligible
contribution to the tunneling current. In particular, in case no states at the r point
were available, the tunneling current would be dominated by states with larger k1l.

Furthermore, if the tunneling tip approaches the surface closely, tip-atom-surface-
atom interactions may become significant. This may lead to an energy shift of states
or may even introduce new states. Last but not least, even if we are tunneling with a
one-atomic tip, the symmetry of the electronic states of the sampling tip atom could
introduce features in the image such that simple surface atoms give rise to multiple
protrusions.il However, in the present study this is most likely not the case since
obviously not every surface atom gives rise to multiple protrusions.
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Figure 3: STP.¶ CCT image of Ge(lll)-c(2x8) obtained with + 0.8 V sample bias and
a tunneling current of 39.7 nA (top). Calculated LDOS ]A above the c(2x8) surface
top for states + 1.6 eV above the Fermi level (bottom).

CONCLUSIONS

We have observed the quarter-order reflections in the LEED pattern of the c(2x8)
recons;truction, which agree with previous detailed observations of these spots as well
as with theoretical calculations. CCT's at high tunneling currents appear to be quite
sensitive to states at k1150 if no states of the same energy exist at the center of the
Brillouin zone.[10] Therefore, the high sensibility of the STM to electronic states, which
is responsible for its unmatched resolution in real space, may become a drawback, when
trying to prove properties of the geometrical structure.
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ABSTRACT
The experimental apparatus and its optimization for holographic imaging with energy

dependent photoelectron diffraction are described. A substantial improvement in data taking
efficiency has resulted, allowing total data collection time to be reduced to about twelve hours
for a single image-map.

DISCUSSION
Extraction of structural information from diffraction data is predicated upon conversion of

measured variation" in angular or energy space into real space dependences. A time-honored and
highly precise method is to use trial and etror comparison of model dependent calculations of
scattering cross sections to fit measured data. A different approach is to Fourier transform (FT)
normalized diffraction curves, either energy or angular variations: But for an FT to be
meaningful, an accurate theory which condenses down into a simple "inusoidal dependence is
required. Recently, there has been great interest in use of the single-energy, many-angle variant
of photoelectron diffraction, often referred to as photoelectron holography t , to generate real
space images of surfaces and interfaces. Alternatively, one can pursue the FT of the energy
variation. Early work 2,3 , done on a fairly empirical basis, suggested that there was some validity
to this method for determining scalar distances with normal emission Subsequent attempts at
improvement used energy variations along a few high symmetry directions4 . We have developed
a new method which involves inverting energy variations at a number of angular positions. The
theoretical framework5 , which permits the FT of the data, has been presented earlier. This direct
method, based upon the intersection of contour arcs associated with each measurement direction,
can provide three- dimensional vectoral atomic positions with atomic scale resolution.
Here will be described an experimental arrangement which has been optimized for rapid data
collection, to provide the large phase-space information base that is necessary for image
generation with energy dependent photoelectron diffraction. These experiments were performed
at the Stanford Synchrotron Radiation Laboratory, using the Universiry of California/National
Laboratories Participating Research Team facilities, on the spherical grating monochromotor
(SGM) beamline6 , Bearnline 8-2. A schematic of the beamline layout is shown in Figure 1.
Both Beamline 8-2 [Ref. 7] and Beamline 8-1 fRef. 8], a torroidal grating monochromator, have
been demonstrated to be very high resolution instrumentation. Beamline 8-2 has also been used
as a source of circularly-polarized x-rays9 . The data was collected in a three-tiered, two-chamber
photoelectron spectrometert 0 , shown in Figure 2, equipped for photoemission with full energy
and angular (±30) resolution and multi-channel detection.
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gas Inlet shown) Figure 2. Schematic of the angle-system

Gate valve L' M resolved photoelectron spectrometer
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An example of data is shown in Figure 3. Here, energy distribution curves (EDC) at a
series of photon energies demonstrates the strength of the Au feature in this photon energy range.



216

Energy h'
distribution j

curves Figure 3. Energy distribution curves
of 1.5 ML Au/Cu(001). For each
photon energy, the analyzer voltages
are scanned to select a range of

A_ kinetic energies. From this, plots of
spectral intensity versus binding

450 energy are obtained. The zero in
"binding energy corresponds to theSAt IFermi energy. There are three major

500_._. sets of features here: The valence
C bands (VB) immediately adjacent to

the Fermi energy, the Cu3p doublet
at binding energies of 75 and 77 eV,
and the Au4f7/2 and Au4f5f2 peaks
at binding energies of 84 eV and 88

300 eV, respectively. These spectra were
normalized to the largest feature in
each.
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We have utilized an alternative method of data collection for our photoelectron diffraction
imaging experiment. It is a constant initial state (CIS) mode, scanning the photon energy and
kinetic energy of the analyzer together, so that emission from specific core lines, in this case the
Au4f7/2 and Au4fs[2 of c(2x2) Au/Cu(001), could be directly monitored. The success of this
operation could be confirmed by direct visual observation of the channel plate response, using a
display scope. The position-sensitive amplification of the channel plate assembly, plus the
double-focusing capabilities of the hemisphere can produce a real-time energy-dispersion
spectrum on the hemisphere exit plane. Using 80 eV pass energy, the window is about 10 eV
wide, encompassing both the Au4f7 /2 (BF = 84 eV) and Au4f 5 /2 (BF = 88 eV) peaks but
excluding the Cu3p (BF = 75, 77 eV). Here BF is the binding energy with respect to the Fermi
energy. The channel plate output at each photon energy was integrated and then normalized to
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photon flux by dividing by the output of a gold grid, placed upstream. The middle energy
grating was used in this experiment and the Au photoyield for the grating is shown in Figure 4.
In this experiment and over the photon energy range of interest (-300 eV to -500 cV), the Au
photoyield is dominated by the Au4f photoemissionII, so that dividing by the Au photoyield also
takes out the atomic cross structure variations from the photoelectron intensity, leaving the
modulations associated with the photoelectron diffraction imaging1 2 .

These modulations ride on a monotonically decreasing background, which reflects the
1/KE transmission function of this lens and analyzer system 2.4,1 0 . Simply put, becaute the
electrons are decelerated to a pass energy of 80 eV, the outside acceptance angle s:acs as 1/KE.
This effect can easily be taken into account and corrected in the data analysis.

Figure 4. The Au grid photoyield of

SmA the middle grating (5001/mm) versus
photon energy.

200 300 400 500 600
Photon energy (eV)

We have found that this method of data collection reduces our data taking time by an order
of magnitude or more, over the previous mode1 0, t 3 of collecting an energy distribution curve
(EDC) at each photon energy. Although the EDC method produces oscillations of 25-50% and
this procedure has modulations of about 3%, the diffraction effects are still easily observable. In
the case of imaging, the trade of oscillation size for a larger angular database is well worthwhile.
The results of our study of Au/Cu(001) will be presented elsewhere=2 and clearly demonstrate
imaging of surface structure with energy-dependent photoelectron diffraction.
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ABSTRACT

For GaAs (001) and (IIM) we have measured the photoelectron diffraction patterns at a
kinetic energy of 86 eV. We applied an extended Fourier-transform algorithm to the (001)
data to ohtain real space images. The origin of structures in these images not representing
atomic positions is investigated with the help of single scattering calculations.

INTRODUCTION

In the past few years there has been a renewed interest in photoelectron diffraction. Since
A. Sz6ke suggested in 1986 that a diffraction pattern caused by photoelectron emission from
a core level can be interpreted as a hologram [1] there have been increasing numbers of
publications dealing with this so-called photoelectron holography. Most of the studies so far
have dealt with single crystals of metals which have been investigated using photoelectrons
with rather high kinetic energy. The main reason for the use of high kinetic energies is the
better spatial resolution that can be achieved with decreasing electron wavelength.

By comparison, very little has been done in the low kinetic energy regime and for semi-
conductor materials. Low kinetic energies provide some interesting advantages. First there
is the small escape depth of the photoelectrons which leads to higher surface sensitivity and
to a better determination of the location of the emitter atoms. Secondly a more isotropic
distribution of the scattering amplitude should in principle aid the reconstruction prorý-s.
Yet it remains to be seen wether these advantages outweigh the disadvantages like the
worse spatial resolution caused by the increased wavelength and the increasing probability
of multiple scattering.

The step from metal to semiconductor crystals is accompanied by a change from rel-
atively simple to more complex structures. In the case of GaAs there is the additional
problem of two different types of atoms with different scattering factors. On the other
hand this is an advantage when it comes to identify the two basis atoms of the zincblende
structure as would be the case in Silicon 12].

EXPERIMENTAL RESULTS

Photoelectron intensity distributions were obtained using a toroidal energy analyser (TEA)
13). As a light source we used the synchrotron radiation facility BESSY in Berlin, Germany,
in conjunction with a toroidal grating monochromator providing photons in the energy
range from 10 to 120 eV.

The TEA is particularly suited to acquire the required intensity distributions quite
quickly. The design is such that, it allows to register electrons emitted into a full 180' arc
of polar angles with an angular resolution of 1V. The azimuthal angle is changed by rotating
the sample around its surface normal in steps of 2*. The combined energy resolution of
the monochromator and the analyser has been determined to be about 0.2 eV. Light was
incident parallel to the surface normal.

Here we present data obtained for the As-terminated (001) and (Mii) surfaces of GaAs.
Both samples were grown by molecular beam epitaxy (MBE) and had been capped by a
thick layer of amorphous As to protect them from oxidation. By heating the samples to
above 300*C the As cap sublimates and leaves an As-stabilized surface. From the observed
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Figure 1: Measured diffraction patterns for the Ga 3d core level emission from
a): GaAs(111) and b): (001) at a kinetic energy of 86 eV.

LEED patterns we deduced a (lxl) reconstruction for the GaAs(001) surface and a (2x2)
reconstruction for GaAs(ilI).

Figure 1a) and ib) show the intensity distribution in contour form of the Ga 34 emission
from the (Iii) and the (001) surfaces of GaAs, respectively. The original data have been
transformed from 1(0, 0$) to 1(ký, k,), where k, and k. are the components of electron wave
vector parallel to the surface. The measured intensity distributions have been corrected
for background emission and have been normalized to the photon flux. The data of the
(MI) surface exhibit the expected threefold symmetry quite clearly whereas the twofold
symmetry of the (001) surface is less obvious in the diffraction pattern.

IMAGE RECONSTRUCTION

In order to get real space images from the measured diffraction patterns we have to re-
construct the data. First the data l(k) as shown in Figure I are normalized in order to
suppress isotropic contributions:

x(k) = f(k) - I; (

The anisotropy function X(k) is then transformed using the extension of Barton's phased
Fourier-transform [5J by Hardcastle et al. [61 to yield the real space image function 'I(r):

Aý(r) = dfl 1 4)e-ikf',, (2)

I .(k, r)()

where F(k, r) is the phase-only part of the complex conjugate of the scattering factor. In
Figure 2a) and 2b) we show the result of the reconstruction. Figure 2a) is a contour plot
of the image function in an z-y-plane 2.8A above the plane containing the emitter, i.e.
the plane at z=2.8A in Figure 2b). The latter represents the image function in a vertical
(100) plane. Both cuts are chosen to contain only Ga atoms, so that the function F(k, r)
in equation (2) applies to Ga scatterers. The appropriate scattering factor is taken from
[4]. The crystallographic positions of the atoms are marked by crosses. Local maxima in
the image function may be seen within 0.5A of the expected locations, which is consistent
with the wavelength of the electrons of 1.3•A. However, there is even stronger structure in
unphysical locations closer to the origin. This is particularly evident in the vertical cut.
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Figure 2: Real space images of the GaAs(001) sample reconstructed using eq. (2). The
crosses maxk the crystallographic positions of the atoms.

In order to obtain some insight into the origin of these extraneous structures we per-
formed the following simulations. We consider a cluster of 30 atoms on a zincblende lattice
involving six layers. We have calculated the diffraction pattern due to a single s-wave emit-
ter placed in the fourth layer, 4.2A below the surface, using a single scattering formalism:

1(k) o, I+E[ILý +2 Ldcos(kr- - k r, + b,)
j -J

+2 y If'11f3 l cos [k(,j, - rj) - k (ri, - rj) + (6j, - b,)], (3)

where j and j, sum over all scatterers. fi = fj(k - r) is the scattering factor
for the jth atom and ri is the vector pointing from the emitter to the jth scatterer. To
maximize the similarity between this simulation and optical holography we first assume
isotropic scattering factors. The resulting diffraction patter is then tranformed using Bar-
ton's phased Fourier-transform [5]:

'(r) = Jd21x(k)e--ikr (4)

The result presented in Figure 3 for the two cuts discussed previously shows indeed good
agreement with the known atomic positions. When the scattering factors are changed from
isotropic to realistic ones for Ga and As [41, the resulting real space images are as shown in
Figure 4. Although weak structure is observed at the correct positions the image function
is now dominated by spurious peaks which are particularly strong near the origin.

As a next step we tried to improve the reconstruction procedure by using the method
described by Hardcastle et al. [6]. By using the full scattering factor for .F(k,r) in equa-
tion (2) we found that the image quality was significantly degraded whereas using the
phase of the scattering factor only yields results shown Figure 5. By comparing Figures
4 and 5 it is evident that the main effect is a significant enhancement of the true struc-
tures relative to the artifacts even though the latter remain prominent. As expected from
Hardcastle's algorithm the twin images of the atoms at z=+2.8A in Figure 5 are no longer
superimposed on the true atom positions at z=-2.8A.
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Figure 3: Reconstruction of a calculated diffraction pattern (see text) according to eq. (4)
for the x-y-plane at z=2.8A and the y-z-plane at x=O.

We now return to the consideration of the transformed experimental data shown in
Figure 2. As previously stated we have used the phase only form of Hardcastle's algorithm
in reconstructing the experimental diffraction patterns. In the light of the above simulation
exercises it is clear that significant artifacts are to be expected; these have their origin in the
non-isotropic nature of electron scattering from Ga or As atoms. The remaining strength
o' the artifacts is such as to make the determination of an unknown structure unlikely at
the present stage of the development of this technique.

P2' z=2.8A a=O

<0 0

-2 -2

fp -4

S2 4 -6 -4 -2 0 2 4
x/A y/A

Figure 4: Real space images for simulations with realistic Ga and As scattering factors
reconstructed with Barton's formula (4).
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Figure 5: Real space images for simulations with realistic Ga and As scattering factors
reconstructed using eq. (2) with the phase of the scattering factor only. Crosses mark the
positions of the atoms, the twin images are marked by the letter T.
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ABSTRACT

Angle-resolved electron intensity distributions for Auger and
photo- electrons are calculated using a curved-wave electron
scattering formalism and compared with experiment. The
distributions are found to depend significantly on both the f
and mg quantum numbers of the scattered electron. We consider
the simple metals Ir and Al. Although .d intensity patterns
depend strongly on the f quantum number at relatively low
energy, even at high energies (around 1500 eV), a significant I
effect remains, which we find arises from nearest neighbor
single scattering and from the multiple scattering or
defocussing effect. The relative contribution of each 2 and m
partial wave is determined not only by the quantum mechanicaf
matrix elements, but also by the energy, polarization, and
direction of the excitation beam.

INTRODUCTION

Angle-resolved electron intensity distributions have been
successfully used in recent years for structural
characterization of single crystal films, overlayers and
surfaces (1). In spite of these successes, quantitative
understanding of the intensity patterns are often lacký'ng; even
after utilization of sophisticated quantum mechanical electron
scattering theories. However, a more detailed understanding is
required if we are to utilize these intensity patterns to
generate electron holograms [2], examine magnetic materials, or
in some instances even to reliably obtain the correct
structural information [3].

Recently, we and others have significantly extended the
understanding of the I quantum number effect on the intensity
patterns, particularly at low energies [4,5]. Specifically, it
has been found that at high energies and low I (usually found
in x-ray photoelectron scattering), the forward-scattering
mechanism is dominant, but at lower energies and high I
(usually found in low energy Auger scattering), a shadowing or
"back-lighting" effect is dominant [6) along with stronger
diffraction effects. We have intuitively explained this effect
in terms of an effective potential on the scatterers which
consists of an attractive screened Coloumb potential plus a
repulsive centrifugal potential. For electrons with large
angular momentum, the combined effective potential has a
repulsive barrier outside the attractive well so low energy
electrons traversing the outer regions of the atomic potential
are repelled by the barrier. At hig?,gr energies the electrons
penetrate the outer barrier and are forward focussed by the
inner attractive well. The centrifugal barrier may also
generate an additional phase shift for the scattered wave which
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can result in destructive interferences and change the
intensity patterns.

These studies above involved Cu, Ag, and AuCu 3 . However,
recently Klebanoff and van Campen (7] published experimental
high energy photoelectron scattering results for Ir which still
showed a significant I dependence, although less dramatic than
distributions at lower energy. Also recently, Greber et al [8]
reported low energy Auger electron scattering results for Al
and compared them with results from electron scattering
calculations. Fitting the theoretical contributions for the
different I to the experimental data gave relative I ratios
which are very different from those indicated by quantum
mechanical Auger matrix elements. In this work, we will
present details of our spherical-wave single-scattering cluster
results for Ir, and briefly summarize our results for Al. These
results provide further insight into the variation of the
intensity patterns with I and my, and reveal the importance of
the energy, polarization, and direction of the excitation beam.

THEORY

We utilize the single-scattering cluster (SSC) code of Fadley
et al for these calculations [1,9]. This code includes the
scattering-matrix formulation of the curved wave theory
developed by Rehr and Albers [10]. The code has been slightly
modified to allow for the different I and mi components to be
determined separately, and allow for the different experimental
incident beam and polarization settings utilized in the Ir and
Al results. A 4x8x8 unit cell metal atom cluster (1444 atoms)
was utilized for Ir and a 3x6x6 cluster (592 atoms) for Al.
Broadening due to the analyzer aperture and Debye-Waller
factors was =t• included. The ratio of radial matrix elements
R(1-l)/R(1+1) at the required energies were obtained from
Goldberg et al (11] for Ir, although variation in these ratios
do not significantly alter the results. These calculations
were conveniently performed on a standard 486-50 PC computer
requiring about 20 hours for the full 2- distributions
utilized in the Al calculations, and about 10 minutes for the
single azimuthal angle results shown here for Ir.

HIGH ENERGY SCATTERING IN Ir

Figure 1 summarizes the experimental photoelectron scattering
results obtained by Klebanoff and van Campen (7] from the (001)
surface of Ir. In these experiments, the sample is rotated
about an axis in the photon beam-detector axis plane with the
angle e equal to zero when the (001] surface normal is in this
plane. Therefore at & = 0, the electron direction corresponds
to [001] so that e = 450 corresponds to (011]. In Fig. I. ý
equals (I-I )/Io, where 1o is obtained by angle averaging the
(001) data in both theory and experiment. This experimental
data very clearly shows the expected forward scattering (zeroth
order diffraction) maxima at 00 and 450, with minor peaks at
180 and 320 arising probably more from first-order diffraction
effects. Most significant is the regular decrease (i.e. s>p>
d>f) in the forward scattering peak intensities at 450 with P.

Comparison of the experimental results with our SSC results
(Fig. Ib), where we have estimated the inelastic mean free path
from the typical "uliiversal" curve (i.e. x > 10 A0 ), reveals
similat peaks, but with the range of x much larger than that
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found in the experimental data. This clearly shows chat too
much forward scattering is present in these single-scattering
calculations, a conclusion commonly reported previously
112,11j. Note, that the differences in the shape and position
of the 130 and 320 features for the 48 - kp spectrum is
reproduced in the theory, but very small * effects are visible
in the intensity of the forward scattering peaks, and it varies
in the wrong order (i.e. now f>s>p>d) from experiment.

Full inclusion of the multiple-scattering (MS) or defocussing
errects has been performed on simple linear chains such as Cu,
Al and Ni [12,13]; and on representative clusters of Cu [14].
These calculations reveal that multiple scattering dramatically
reduces the forward scattering peaks. Furthermore, Lalcula-
tions show that by substantially decreasing the inelastic mean
free path, one can mimic the defocussing effects; indeed in
some cases results obtained with a decreased x agree better
with experiment than the full HS results 115). For Cu it has
been found that x must be reduced by a factor of two (i.e.

Fig. 1 Ir XPD
Expt.) Experimental
polar angle x-ray photo-
electron diffcnction data - .
from 1r(dOl) as reported
in ref. [7] for the

4s - p (795 eV),
5p - d,s (1438 eV), . S
4d - f,p (992 eV), and Expt "
4f - g,d (1426 eV) 4..i..I

transitions, where the '
dominant I contribution
of the scattered electron
is -ed first ard tha 4d
electron kinetic energies X Norm.
are given in parentheses.Q
The horizontal lines are
at the zeio point for
each case, and each tick
for (1-''1)/'o is
separated by 0.5. The

polar angle (in degrees) j £
is from the normal.

x - Norm.) Polar angle
distributions obtained
from our SSC calculations
utilizing the appropriate "=/A N
inelastic mean free path
(i.e. A > 10 AO) at each
energy.

A 2AO) Same as above
but using 2 AO. -= o p t . " .: ) ,
.s Opt.) Same as above
but using optimal A's as
follows 4s - 2.5 AO, 5p 10 0 10 20 30 40 50 60
and 4d - 2.0 A0 , 4f - 1.5
AO. Polr Angle
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from 10 to 5 A°)[15], although this may not be true in all
crystallographic directions [14]; in Al, MS effects are also
important ibut perhaps less so [16,17]) consistent with results
discussed below.

Fig. 1 shows theoretical results obtained with - 2 A0 for
all spectra, where the value 2 AO was chosen to reproduce the
experimental range of x from -0.5 to 0.5. Small I effects are
still revealed in the theoretical results but now the 450
forward scattering intensity varies in more reasonable
agreement with the experiment (i.e. now s>p=f>d). We
attribute these I effects to the following phenomena. With the
dramatically reduced x, only nearest-neighbor scattering at
the surface is significant. The curved wave character (as
opposed to the plane wave character) is more significant for
close-in scattering, thus emphasizing the ; dependence [10].
The very strong reduction in A required for Ir (i.e. from 10
to 2 A0 ), suggests that the MS effect increases as the number
of core electrons increase as one might expect (17]. Thus for
Ir, the very strong defocussing effect apparently increases the
importance of nearest-neighboring single scattering, so that an
2 effect occurs even at large electron energies.

Fig. 1 also shows results where , was chosen to provide
optimal agreement with experiment for each 2. The decrease in
A with I suggests that the magnitude of the defocussing effect
also increases with 2. We note that the agreement with experi-
ment utilizing this single parameter is now surprisingly good.
Except for the varying width of the 450 peak, the relative
intensity of the four features and the decreasing width with i
of the peak at 00 are in excellent agreement with _xperiment.

LOW ENERGY SCATTERING IN Al

Recently Greber et al [8] reported experimental full 2a Is
photoelectron and Al L2 3 W normal and L 2 3

2 -L 2 3 VV satellite
Auger electron distributions for Al(001). The notation here
indicates that two L2 3 holes exists in the initial state and an
L2 3 hole and two valence holes exists in the satellite final
state. Because Greber et al excited the Auger spectra
utilizing an experimental setup which had the incoming photons
coming at an oblique angle with respect to the plane defined by
the surface normal and the detector, they observed a mirror-
symmetry breaking in the angular distribution of the is XPS.
Surprisingly a significant syrmetry breaking was still present
in the L2 3

2 -L 2 3 VV case, although nearly neglioible in the L2 3 W
case. Using similar SSC theoretical results, they obtained
reasonable agreement with experiment by least squares fitting
their theoretical results for individual I contributions in-
cluding I = s,p, and d. For the L2 3VV Auger emission at 70 eV,
they found the s:p:d ratio to be 0.24:0.26:0.50 and for the
L 2 3 -L23w satellite emission at 85 eV to be 0.08:0.67:0.25.

We believe the L2 3VV Auger electrons are largely excited by
back-scattered secondary electrons since the 1250-1740 eV
photons (Mg and Si K ) can excite many secondary electrons
above the 2p Al bincring energy around 80 eV (181. This
essentially eliminates the mirror symmetry breaking since the
secondary electrons do not "remember" the incoming photon
direction•

The L2 3 -L 2 3 VV satellite results from two processes; namely
cIscade process K - L2 3 L2 3 -. L3VV and a shakeoff p-ocess L2
: L 2 3 VV. The former requires Figh energy primary electrons ?o
ionize the Is electrons, and the spherical nature of the is
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orbital eliminates the mirror symmetry breaking. The shakeoff
process in the sudden approximation [19] also requires high
energy photons, and now the incoming photon direction will
unequally populate the pX,pv (PxPy - P, ± P-1) levels, which
will be reflected in the Y~uger electron yield breaking the
mirror symmetry.

An examination of the Auger matrix elements indicates that
little d character should be emitted for Al. Performing our
own SSC calculations, we find that we can obtain reasonable
agreement with the experimental angular distributions without
the inclusion of d character, but with nonstatistical popula-
tions of the ma levels; namely with s:pz:pxý equal to 0:40:60
for the L2 3 VV and 20:40:40 for the L2 3 -L 2 3 VV patterns,
provided we again decrease the A by a factor of -2; indeed, we
believe the inclusion af d contributions by Greber et al was
necessary because they did not account for the defocussing
effect and the possibility for non-statistical m, populations.
The negligible s contribution for the L2 3VV case is consistent
with the known final-state shakeoff process which nearly
eliminates the ss and sp contributions and hence the s
contribution in the scattered electron yield for Al and Si
120,21]. (The contributions can be denoted as ss[p], spfs],
and pp[p), where the notation indicates the orbital location of
the final state holes and the predominant character of the
emitted electron in brackets). This shakeoff process is
substantially reduced in the L2 3 

2 -L2 3VV satellite because now
the initial and final states have a common core hole.

The unequal magnitude of the p (p = po) and PxPV
contributions for the L2 3VV distribution suggests
importance of the backscattered secondary electrons. Previous
experimertal and theoretical calculations reveal that the
2 p7: 2Px,v ionization cross-section ratio for the 2p levels
increaseX at lower beam energy; where in this case the z axis
is assumed to be along the beam direction [22]. In our case,
the maximum backscattered electron intensity is along the
surface normal, also our z axis (the backscattered electrons
have a cose distribution where & is relative to the surface
normal [23]). Furthermore, the secondary electron energy
distribution is largest just above the Al 2p threshold around
80 eV. Thus the 2p.:2px, ionization ratio may be significant-
ly larger than one, so that the Auger electrons may have a
corresponding nonisotropic distribution (i.e. 2 Px,y:2pz > 1).

SUNMARY AND CONCLUSIONS

Previous work has shown the important effect of the I quantum
number on the extent of forward scattering vs. blocking at low
energies. In this work we show that a significant I effect
remains at high energies due to both single scattering and a
defocussing effect. We also find that the angular
distributions depend strongly on the ml quantum numbers at low
energies. This suggest the possibility of gaining information
on the orbital component of the magnetization in magnetic
materials. We further note that the changes with m, introduce
anisotropies in the angular distributions arising from the
direction and polarization of the exciting beam. The beam
energy can also alter the relative sizes of the different 2
contributions. Obviously, much further work needs to be done
to sort out these important dynamical Auger effects before we
can utilize these data to obtain electron holograms [24,25] or
study magnetic materials.
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stitute, Troy, NY 12180
"*Electro-optics Technology Center, Tufts University, Medford, MA 02155

ABSTRACT

Studies in ballistic-electron-emission spectroscopy (BEES) have enabled precise en-
ergy measurements of Schottky barrier heights with excellent spatial resolution and, more
recently, it was shown that even scattering at the metal/semiconductor interface affects
the BEES spectrum [1]. Monte Carlo simulations have been done to predict the spatial
resolution of ballistic-electron-emission microscopy (BEEM) [2). In this paper, we will
discuss the experimental spatial resolution of BEEM, and we will also give some of our
BEES results for Au/Si and for Au/PtSi/Si. Our experimental BEEM studies indicate
that, for Au/Si, hot electron transport is diffusive rather than ballistic, because the in-
elastic mean free path length (-100 nm) is much larger than the elastic mean free path
length (-10 nm). This is in agreement with existing theories and with the literature
on the internal photoemission method of studying the transport. Even in this diffusive
regime, the spatial resolution of BEEM is still expected to be very good, being on the
order of 10 nm [2]. Our preliminary work on PtSi shows that it has an attenuation length
of 4 nm, which differs significantly from that of Au.

INTRODUCTION

In ballistic-electron-emission microscopy (BEEM) and in ballistic-electron- emission
spectroscopy (BEES), the scanning-tunneling microscope (STM) tip functions as an emit-
ter of electrons, and the electrons tunnel across a vacuum energy barrier into a base region
consisting of a thin metal overlayer on a collector region consisting of a semiconductor.
By injecting electrons over a local base region and changing the STM tip-to-sample bias,
one does BEES, and by holding the bias voltage the same and scanning the STM tip
over the metal base, one does BEEM 131. By using BEES, one can study the energy de-
pendence of carrier transport within the metal base and across the metal/semiconductor
(m/s) interface. By miiing BEEM, one can study the spatial variation of the Schottky
barrier height and of transport across the metal base and across the m/s interface. The
superior spatial resolution of STM suggests that the spatial resolution of BEEM may be
excellent. This important issue has not yet been settled, and it is a purpose of this paper
to address this issue and to show that the spatial resolution of BEEM is on the order of
10 nm instead of I nm because of elastic scattering in the metal base region. We will
also disioss what energy levels can be probed via BEES together with BEEM.

SPATIAL RESOLUTION OF BEEM

There are many probes, most of which involve photoexcitation, that can be used to
measure the Schotttky barrier height and the quantum yield. The first study in BEEM
romised a superior spatial resolution of 1-2 nm by BEEM for a 50 A thick metal overlayer
,. This spatial resolution requires that the injected electron beam remains ballistic in

the metal base, i.e. no elastic scattering occurs and all inelastic scattering take away
enough energy to thermalize the electrons. This requirement contradicts the finding
from experiments using internal photoemission that discovered inelastic mean free path
to be much longer than the elastic mean free path length in many metals including Au [4].
It also contradicts the theoretical estimates on the inelastic mean free path of electrons
[5]. If, as the theory predicts, the inelastic mean free path length is approximately 1000
A for an electron I eV above the Au Fermi level, then an electron iniected into a 50 A
thick metal base will scatter elastically many times before it thermalizes, and the spatial
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resolution of BEEM will be on the order of 10 nm.
It is important, however, to distinguish between the experimentally observed spatial

resolution and the spatial resolution for the ideal cases. If there are strongly scattering
defects such as a domain boundary, then sharp contrasts may be seen in the BEEM
images, e.g. across grain boundaries, even though the intensity within each grain may
be uniform. This effect may have been observed by Niedermann [6]. It is important to
realize that the spatial resolution of BEEM is not the same everywhere, that the ideal
case in which the metal overlayer is a single crystal has limited applications because
defects such as grain boundaries are not included.

A test of the claim that the electron transport is ballistic in the metal overlayer is
the evidence for or the lack of the "search-light effect." This effect arises because the
tunneling electron distribution from the STM tip is sharply peaked about the surface
normal of the metal base. If the metal surface is tilted with respect to the semiconductor
substrate, then the injected electrons will have to travel longer than the thickness of the
metal overlayer to reach the m/s interface, the distance being greater if the tilt angle is
greater. In the ballistic regime where there is no elastic scattering, this effect should be
noticeable, whereas, in the diffusive regime, this effect should not be seen except for a
very thin metal overlayer. Fig. I shows the calculated attenuation of the BEEM current
as a function of the surface tilt angle of the metal base, and Fig. 2 shows a typical
experimentally measured BEEM current as a function of the surface tilt angle for Au/Si.
We used the planar tunneling model (based on WKB approximation for a trapezoidal
barrier) as is commonly done, and we feel justified in using it since a more sophisticated
s-wave model by Tersoff gives nearly the same momentum distribution of the tunneling
electrons [7]. The absence of the search-light effect supports our earlier Monte Carlo
simulation [2] in presuming that the electron transport in Au base is diffusive.

The data in Fig. 2 were calculated from a single line scan from a BEEM image
consisting of 128 x 128 data points. Other line scans also show the absence of the search-
light effect. As in Fig. 2. there are occasional sharp features in the BEEM current
correlated to steps on the Au surface and these may be caused by strong scattering by
defects near the steps, but no evidence for the search-light effect was observed.

Our experimental finding is consistent with the first BEEM study of Au/Si by Kaiser
and Bell [3] in which they found that the BEEM images of the Au/Si interface were
very uniform even though surface roughness was present; however, no attempt was made
then to study this quantitatively nor was the significance of this question realized. More
recently, Prietsch and Ludeke [8] realized the significance of the search-light effect and
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reported its apparent manifestation for the metal/Gal system. It is entirely possible
that the interface of metal/GaP behaves very differently from that of Au/Si, although
alternative explanations are possible for their observation.

Another study of interest was done by Fernandez et al. [9] who foand that, on
some Au/impurity/Si samples, they could modify the interface under certain BEEM
conditions (high current and voltage). The modified interfaces can be imaged with an
apparent spatial resolution of 1-2 nrm. Lastly, there was a recent report of excellent
spatial resolution for Au/(patterned SiO2)/Si by Manion ct al. [101. Htowever, their Au
thickness was 150 A so that, as they noted, the observed spatial resolution of 1-2 nm was
too good for any realistic angular distribution of electrons from the STM tip.

It should be clear from the discussion of the effective inelastic mean free path length
that, if the Au layer could be modified in such a way as to significantly reduce the
inelastic mean free path with respect to the elastic mean free path length, then the
spatial resolution would improve. In addition, macroscopic defects in the metal layer
(cracks, grain boundaries, steps, etc.) may present barriers to the hot electrons which
would appear to improve the interface resolution artificially. It is significant that none
of these studies reported finding the search-light effect for Au/Si, and we have argued
that this is a strong evidence that the electron transport in Au is diffusive rather than
ballistic.

ENERGY RESOLUTION OF BEES

We have done BEES on Au/Si and on Au/PtSi/Si, and our data shows that the energy
resolution of BEES is excellent. Fig. 3 shows our ac BEES spectrum for Au/Si, and in
it the Schottky barrier height, the 1040 meV threshold for phonon assisted electron-hole
pair creation at the m/s interface [1], the band gap energy of Si, and a mysterious peak at
1230 mV are seen. (The ac BEES spectrum is exactly the same as a numerical derivative
of a dc BEES spectrum.) The ac BEEM threshold is obviously linear, and this allows
precise measurement of the Schoatky barrier height by linear interpolation. The data
was taken at 25 meV intervals, and it is seen that the limit of energy resolution of BEES
at room temperature is thermal broadening of the tunneling electron distribution.

Fig. 4 shows our ac BEES spectrum for Au/PtSi/Si. The signal was weaker in this
case due to the scattering at the Au/PtSi boundary and within the PtSi. The spectrum is
a spatial average and this may explain why the Schottky barrier threshold is not as sharp
as for Au/Si; it has been found that most epitaxial silicides have different Schottky barrier
heights depending on the relative orientation of the silicide and the silicon substrates [p I.
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LOW ENERGY POINT SOURCE ELECTRON MICROSCOPY

H.J. Kreuzer
Department of Physics, Dalhousie University, Halifax, N.S. B3H 3J5,
Canada

ABSTRACT
The theory of the point source low energy electron microscope is rev-
iewed. Images are calculated for a carbon fibre, a small cluster of
MgO and a double helix of carbon atoms. A Kirchoff-Helmholtz trans-
form is used for reconstruction. The importance of image size is
stressed and the chemical specificity of the method is demonstrated.

INTRODUCTION

More than 40 years ago, D. Gabor I1] proposed a new principle of
microscopy to overcome the limitations of lenses. Using a coherent
ensemble of particles with wave nature, the fraction of the beam
elastically scattered by an object is made to interfere with a coherent
reference wave at some two-dimensional detector creating a hologram
that contains information on both the amplitude and the phase of the
scattered wave. The laser provides such a coherent source of photons
for light holography. Only recently has electron holography been dem-
onstrated in electron microscopy [2,3], in photoemission electron
holography (4], and in lensless low energy point source electron
microscopy [5-8].

In the lensless low-energy point source electron microscope an
ultrathin metal tip with one or a few atoms at its apex serves as a
"point" source for electrons which, after accelaration to energies in
the range of 20 - 200 eV, scatter off the atoms of an object film a dis-
tance of 0.1 - 1 pm away. On a screen some 10 cm away an image is
formed by the unscattered and the scattered electrons. If the object
film only blocks a small fraction of the incoming electron beam, most
electrons arrive on the screen unscattered and we have the typical
situation of an in-line hologram, as demonstrated explicitly with the
images of carbon fibres. On the other hand, if the object film is
extended, images are obtained with structures of length scales that
correspond to the lattice of the object film. These structures are,
however, not geometric shadow images but interference patterns.

In the point source electron microscope lenses to produce a reduced
image of the beam source have been made obsolete by the fact that an
atomic size metal tip generates an abberation-free0 virtual source
whose dimensions can be estimated to be less than 0.5 A. Because it is
the point-like character of the electron source that distinguishes
this microscope from others we propose to name it the kendroscope from
the greek kendron meaning sharp tip or spine. Imaging with the kendro-
scope we will refer to as kendroscopy, and the images we will call ken-
drograms. We will show below that kendrograms are composed of two
contributions, a modified hologram or holographic diffraction pattern
and a classical diffraction pattern.

The theory of the kendroscope has been developed recently [9] that
allows the simulation of kendrograms to aid in the interpretation of
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experimental images. A modified Fourier transform of the Kirchhoff-
Helmholtz type was also advanced that allows to reconstruct the spa-
tial structure of the object film from the image or kendrogram.
Further work on the theory of the kendroscope has been published by
Spence et al. 1io-Il

In this paper we will report on some new developments since the sub-
mission of the theory paper. We will show some interesting kendro-
grams, e.g. of a double helix structure for which we also do the recon-
struction. Doing the latter for a small MgO cluster we wvll see that
element-specific information can be obtained.

SCATTERING THEORY

The theory of the kendroscope uses a scattering approach based on the
Lippmann-Schwinger equation. One models the electron source as emit-
ting a wave of mostly spherical symmetry by writing (for large
distances from the source, i.e. kr>>l)

•M)(r) -<rI")> = r=-exp(ikr) +, E cl.m(-i)IYI' (r/r) (1)

I t--1 M=-I

For the object film this represents the incoming electron beam (which
in LEED is a plane wave). The deviations of the incoming wave from per-
fect spherical symmetry can be intrinsic to the source itself or might
arise from the accelerating electric field between the source and the
object. To account for the energy spread in the incoming electron
beam, we can sum the final result over different wave numbers k due to
the linearity of the Schr~dinger equation.

The scattered wave emanating from the object film is given by

I #' - = 101'"'- + d' TI Ii') > (2)

where d++ is the free Green's function, and the T-matrix satisfies the
Lippmann-Schwinger equation

T = V + Vd"+ T (3)

Next we assume that the scattering potential of the object film can be
written as a constant inner potential, V., and a sum of pseudo-poten-
tials centered at the positions, r,, of the atoms or ions of the object,
i.e.

V(r) = V0 + V (r-r, (4)
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Expressing the full T-matrix in terrs of the T-matrices, T,, of single
atoms, one eventually finds for the scatterinq solution for a cluster 4
of identical atomAs

+~ ~ ~ Cfx~k, r .•)t (ri,) ( sr 1

where P, = r-riI and

k-'sirfexP (it) (6)

contains the scattering phase shifts bt. We alSO defined a structure
factor

Ff" (r,) = 'e (r,) + (r,)

+~ mr-,(mf ,M(rj,-rj;t,m IM X(Ir,.)

+ ! (rj-r, ;f,m ,t' ,m' )M(r,'-r1 ;t' ,m' ,t",1 )'•'gy' (r/') + (1 {)

jfmj't'm"

with

*f (r) -4wY" *Qr-I exp (ikr)+ cf. m -f (r/r)

M~a, i~mt' rn' =4Aeffl (A.,)'t'Y,,4' (a.)exp~ika.)la. (9)

Factoring out a spherical wave

ex 1 t (-i)rY? (r+r) + (r) 1

=1 M-(0)
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one gets for the contrast image on a screen

L L 4
1(r) = 1(r) - 1= 3 [2Re0,

4
+) (r) + (r)I 2] (11)

We will refer to the first term as the "holographic diffraction pat-
tern" because it arises from the superposition of the interference
terms between the reference wave and the scattered wave from any one
of the atoms. The second term in (11) contains the interference
between the scattered waves. We will refer to it as the "classical
diffraction pattern". Neither term, holographic or classical diffrac-
tion, is meant to be exclusive but simply is coined to refer to the
terms in (11) linear and quadratic in the scattered waves. Because
both holographic and classical diffraction are present to a larger or
lesser degree, we feel that a new name, namely a kendrogram, is appro-
priate for these images.

Holographic diffraction dominates the kendrograms for thin objects
that are semi-transparent to electrons; examples are carbon fibres,
C6 0 and similar carbon clusters and thin metal clusters of a few atomic
layers. As the scattered wave function grows due to multiple scatter-
ing in thicker films, classical diffraction becomes more important.
When it eventually dominates the image, we are in the regime of classi-
cal wave optics. At this stage objects become opaque and information
about the atomic structure of the object is lost. Image formation can
then be described as diffraction around macroscopic objects.

In our discussion so far we have not dealt with inelastic electron
scattering. In the experimental setup inelastically scattered elec-
trons are prevented from reaching the detector by applying the nega-
tive of the accelarating voltage (between the tip and the object) to
the detector. Thus at a given energy the effect of inelastic scatter-
ing is to reduce the flux of detected electrons. This implies that in
our theory we can restrict ourselves to elastic scattering as well.
The overall reduction of the scattered signal as a function of energy
can then be adjusted by multiplying the calculated flux with an over-
all damping factor involving the mean free patjh. For energies between
30 and 200 eV the latter varies from 5 to 10 A for most metals. This
suggests that kendroscopy is possible on metallic films of thicknesses
of the order of a few atomic layers.

In Fig.l we show an example of a calculated kendrogram, namely for a
carbon fibre of 5x51 atoms.

THEORY OF RECONSTRUCTION

The r-dependence in the scattering wave function (5) suggests that rec-
onstruction of the object from the kendrograms can be achieved via a
Kirchoff-Helmholtz transform

(r) di 1(Q) exp(ikJ.r/t) (12)

where the integration extends over the 2-dimensional surface S of the
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Fig.1: Left panel: Kendrogram of a carbon fibre cons i•ting of
5x51 carbon atoms aranged on a square lattice with a=2.5A, at 4n
electron energy of 95eV and a source to atom distance d=1000A;
the image covers an angular opening of ±350. Center panel: Rec-
onstruction from the left image showing atomic resolution.
Right panel: Reconstruction from a smaller image that covers an
angular opening of only ±150, showing only the outline of the
fibre.

Fig.2: Kendrogram of a double helix of carbon atoms at an eleg-
tron energy of 95eV and a sourc% to atom distance d=1000A.
Diameter of the double helix is 60A; its pitch is 40A per turn.
The images cover an angular opening of D50 (left) and :U50
(right), respectively.

screen with coordinates J= (X, YL), a distance L from the source. Such a
transform has also been used in photoemission electron holography (4].
The applicability of this transform to kendroscopy has been demon-
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Fig.3: Reconstruction from the kendrograms of a double helix,
Fig.2.

strated in detail by inverting theoretical kendrograms. As an example
we show the reconstruction from the kendrogram of a single layer
carbon fibre, Fig.l. To obtain atomic resolution in the reconstruc-
tion, center panel, we need an image with an angular opening of ±350,
i.e. large enough to contain information about the first Bragg peaks.
If the latter information is excluded by choosing a smaller screen to
record the kendrogram, only the outline of the carbon fibre can be
obtained. As a further demonstration we have calculated, in the single
scattering approximation, the kendrogram of a double helix of carbon
atoms, as a rather crude model for a DNA molecule, shown in Fig.2 on a
screen larger than the shadow projection of the object (left panel).
The right panel of Fig.2 shows an enlargement of the central section.
The respective reconstructions are shown in Fig.3. With the full
image, left panel of Fig.2, as input, atomic resolution can again be
achieved in the reconstruction including depth resolution (left panel
of Fig.3). However, the limited information contained in the right
image in Fig.2 is only sufficient to indicate the secondary structure
of the double helix without atomic resolution, see the right panel in
Fig.3. Depth resolution is equally reduced in this case.

The question arises whether reconstruction with atomic resolution
can yield information as to the chemical composition of the object. To
demonstrate that this is possible we have used the theoretical kendro-
gram of a small MgO cluster, taken at an electron energy of 95eV over a
half angle of 350, and reconstructed the object. We find, see Fig.4,
that the Mg spots in the reconstruction have about twice the intensity
of the 0 spots. Thus although one cannot readily identify the chemical
nature of a particular spot in the reconstruction, one can still dif-
ferentiate between different atomic species.

It has been suggested, both for kendroscopy and for photoemission
electron holography, that lateral and, more importantly depth resolu-
tion can be improved if images obtained at several electron energies
are used in the reconstruction. [9,12-16] Because spurious structures
in the reconstruction are strongly energy dependent, one hopes that a
superposition of reconstructed pictures for several energies will
enhance the real atomic structures and smear out the spurious ones.
Still one cannot circumvent limiting factors of apertured optical sys-
tems (17]. We have tried energy averaging, both without and with pram-
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Fig.4: Reconstruction from a kendrogram of a 7x7 MgO cluster
at an 0electron energy of 95eV and a source to atom distance
d=l000A, showing the chemical specificity of the method: bright
dots are Mg and dull spots are 0.

ultiplying the images with a phase factor exp(ikr), and found that
averaging helps in locating the atoms (more so without the phase
factor), but the procedure still needs some new ideas.

OUTLOOK

In this paper we have reviewed the theory to calculate electron ken-
drograms for the point source electron microscope. Holographic dif-
fraction and single scattering are dominant for small carbon clusters
and carbon fibres. Multiple scattering becomes appreciable for large
metal films for which classical diffr.iction also starts to play a role
and eventually becomes dominant for films of more than a few atomic
layers.

A Fourier-like transform can be used for the reconstruction of the
object. To obtain atomic resolution in the reconstruction, the =iage
screen must be large enough to record zero and first order Bragg dif-
fraction. Taking images at various electron energies or at different
tiit angles of the object can enhance the res'lution in reconstruction.

The reconstruction formula has now been applied t:o experimental
data. First results for carbon fibres and DNA are very encouraging.
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ABSTRACT

Atomic force microscopy (AFM) has been used to image the surface atomic
structure of hydroxyapatite lCaI0(PO4 )6 (Oll)2 1, HA. and brushite [CattPO4.21H20,.

DCPD. Compared to HA, the surface of DCPD was found to be much less complex-
Identification has been made of one crystal plane of DCPD that has atoms commensurate
with those of one of the observed crystal planes of HA.

INTRODUCTION

The development of AFM, since its
invention in 19861. has led to the use of this

instrumentation in the atomic scale imaging
of both conductors and non-conductors.

Scanning the sample under a probe tip
(mounted on a deflecting cantilever) by
means of a piezoelectric drive generates
deflections which are indicative of Figure 1: Low resolution AFM image of
surface topography or structure. One hvdro t

interesting aspect of this technique is the
capacity to image the surface of materials in

a variety of environments lair. liquid.

vacuum). It is the flexibility of the

instrument which accounts for its use in

many fields, including biochemistrv..

The structure and chemical nature of

the minerals hydroxyapatite and brushite

have been studied extensively in biological
researchf-t0 HA is found naturally in hard

Figure 2: Low resolution AFM image of tese such as fo und teeahl in

brushite. (xv500nmi) tisýsues such as bones and teeth. Certain
structural features of brushite have

Mal. Re*. Soc. Symp. Proc. Vol. 295. '1993 Materials Research S•ioely
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suggested it may be a precursor for the

formation of HA, 1t a consideration which is

important in understanding the

mineralization of biological tissues. The

initial results of the investigations presented

here will demonstrate the feasibility of

studying the surface atomic structure of

these minerals. Such work with HA and

DCPD surfaces could be used to gain

insight into their possible interaction.

EXPERIMENTAL

HA and DCPD samples were

prepared by suspending the mineral powders

in absolute ethanol (I mg/ml) and depositing

an aliquot of the suspension onto a glass

slide.12 The samples were allowed to dry in

air. A Digital Instruments NanoScope II

AFM with silicon nitride integrated tips, Figure 3: Atomic resolution AFM image

operated in air, was used to acquire data. (l.2nm x 1.2nm) of HA (top)

Atomic scale images were obtained in the

force mode and the data subjected to low-pass filtering. The cantilever tip was in

contact with the surface of the sample, which moved under the tip by means of

piezoelectric drives.

RESULTS AND DISCUSSION

HA samples prepared in the manner described above tend to form well isolated

crystal clusters, as shown in Figure 1. In contrast, DCPD forms flat, thin crystal platelets

(Figure 2). Present studies have shown that the atomic structure of HA is more complex

than that of DCPD. At least six different surface structural AFM patterns have been

detected for the HA crystal surface, but only one for DCPD. Atomic top scale images of

HA and DCPD with similar atomic spacings are shown in Figure 3. Of the different

atomic configurations, the HA structure shown is most often observed during imaging

and may represent the largest expressed face of the mineral. Measurements taken on

this surface of the HA sample show spacings of 3.5A+O.2A in a slightly distorted

square configuration. Distance across the farthest corners of the (distorted) square
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measures 6.5A. Measurements
taken on the DCPD sample

yield atomic spacings of

4.4A±O.2A. The diagonal distance

measures 5.6A. The

corresponding HA and DCPD line

traces are shown in Figure 4. The
measurements show that the HA

and DCPD surface structures

observed in this study are

comparable in size.

When they are supcrposed

graphically as shown in Figure 5,

the respective crystal planes are

geometrically similar at the atomic
perspective. Both the HA and

DCPD configurations are drawn to Figure 4: Single line traces taken from data in
scal frm daa tken romtheFigure 3. Top pair: hydroxyapatite.scale from data taken from the _Botto'f pair. brushite.

images in Figures 2 and 3. From

the model, it can be seen that the atoms at

the vertices of the HA and DCPD surface

structure are positioned to within 0.9A

of each other. The close atomic

distance correspondence determined by

AFM may be consistent with the concept

"that DCPD may serve as a template for the

deposition of HA. Further observations

by AFM characterizing the surface atomic

structure of these two biological materials

are vital to understanding potential HA-
igume 5: Diagram showing placementS of HA (distorted square) atp DCPD interactions.

DCPD. Distance between

markers: 0.4ntn.
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CHARACTERIZATION OF INTERNAL INTERFACES
BY ATOM PROBE FIELD ION MICROSCOPY

M. K. MILLER AND RAMAN JAYARAM
Metals and Ceramics Division, Oak Ridge National Laborawry, Oak Ridge, TN 37831-6376.

ABSTRACT

The near atomic spatial resolution of the atom probe field ion microscope permits the
elemental characterization of internal interfaces, grain boundaries and surfaces to be
performed in a wide variety of materials. Information such as the orientation relationship
between grains, topology of the interface, and the coherency of small precipitates with the
surrounding matrix may be obtained from field ion microscopy. Details of the solute
segregation may be obtained at the plane of the interface and as a function of distance from
the interface for all elements simultaneously from atom probe compositional analysis. The
capabilities and limitations of the atom probe technique in the characterization of internal
interfaces is illustrated with examples of grain boundaries and interphase interfaces in a wide
range of materials including intermetallics, model alloys, and commercial steels.

INTRODUCTION

The characterization of grain boundaries and other interfaces requires a technique with
elemental mass resolution and high spatial resolution. The energy-compensated atom probe
field ion microscope (APFIM) is well suited to this type of characterization due to its near
atomic spatial resolution and its ability to identify and quantify solute segregation for all
elements present in the material [i]. These abilities permit the acquisition of data on a local
scale that is not possible by other analytical techniques such as transmission electron
microscopy or Auger spectroscopy. For example, the field ion micrographs shown in Fig. I
reveal that the boron segregation was significantly higher at a small facet on the grain
boundary in an Ni3AI intermetallic as indicated by the brightly-imaging boron atoms [21 and
that a grain boundary in a Soviet type VVER 440 pressure vessel steel was decorated by
ultrafine brightly-imaging molybdenum carbo-nitride precipitates. In addition, atom probe
analysis of the VVER 440 steel revealed that there was a significant (>50x) enrichment of
phosphorus at the grain boundary. These observations have important implications on the
mechanical properties of the materials: in the Ni3 A! case, the boron segregation is linked to a
significant improvement in the ductility of the material, and in the pressure vessel steel case,
the high phosphorus level indicates that the material is susceptible to temper embrittlement.

One of the limitations of the atom probe technique is the relatively small volume of
material that may be analyzed in a specimen. However, modern methods of specimen
preparation that involve examination and preselection in the transmission electron
microscope, together with micropolishing and precision ion milling techniques, enable the
efficient study of features present in low number densities such as grain boundaries in
materials with grain sizes several orders of magnitude larger than the size of the analyzable
apex region of a field ion specimen [1 ].

ANALYSIS OF BOUNDARIES

The atom probe field ion microscope may be used to determine several parameters of
a grain boundary. For example, a field ion micrograph of a grain boundary in an Fe-45% Cr
alloy aged for 500 h at 5000C is shown in Fig. 2. This field ion micrograph indicates that the
grain boundary is decorated with a darkly-imaging -15 nm thick film [31. Analysis of the
crystallographic relationship [41 between the two grains revealed that this boundary was
consistent with a £9 orientation. Atom probe analysis revealed that the darkly-imaging film
was chromium nitride and there was a 5 to 10 nm thick region adjacent to this chromium
nitride film that was depleted in chromium to -15% Cr. The micrograph also reveals that the
interior of the grain was decomposed into a complex interconnected mixture of brightly-
imaging iron-rich ct and darkly-imaging chromium-enriched a' phases and there was no

Mat. Res. Soc. Syrnp. Proc. Val. 295, 11993 Materials Research Society



248

change in scale of this two phase microstructure with respect to position away from the
boundary. It should be noted that this decomposition is difficult to resolve by other
analystical techniques such as transmission electron microscopy. This two phase
microstructure was not present in the chromium-depleted zone. In addition, a darkly-
imaging 5 nm thick chromium nitride precipitate is evident protruding from the boundary.

The compositional analysis of grain boundaries or interfaces in the atom probe
requires careful selection of the experimental parameters, such as the effective size and
position of the probe aperture used to define the region analyzed. Since the analysis is
performed by collecting the atoms that originate in a small cylinder of analysis, the three
dimensional geometry of the boundary and the orientation of the cylinder of analysis must be
taken into account in the selection of the optimum location for the probe aperture. The axis of
the cylinder of analysis is determined by the taper angle of the specimen, ct/2, and the
position of the probe aperture as shown in Fig. 3. A composition profile along the plane of
the grain boundary is shown in Fig. 4. The periodic peaks of iron and dips in chromium and
nitrogen indicates that the chromium nitride film was not continuous. In order to maintain the
correct analysis conditions, frequent realignment of the position of the probe aperture is
generally required for this type of analysis.

The composition of the volume defined by the cylinder of analysis is determined by
simply counting the number of atoms of each type in that volume. However, the result is an
average composition over the entire volume. Although the lateral extent of this cylinder is
generally selected to be only a few atom diameters wide, it does not necessarily reflect the
true levels of solutes at a grain boundary in cases where the width of segregation is narrower
than the effective extent of the probe aperture such as in the boron-doped NiAI specimen
shown in Fig. 5 [5]. A more appropriate concentration may be determined by considering the
relative contributions from the boundary region and the surrounding matrix included in the
cylinder of analysis as shown in Fig. 6. The relationship between the true concentration at the
boundary, Cb, the average measured concentration, C, and the measured concentration of the
matrix, Cm, is given by [6]

Cb= i• r (CCm) +Cm (I)
r (ni - 20 ) + w sinO

where 0 = cos -I (w/2r), and r is the effective radius of the probe aperture. In order to perform
this correction, a width of the boundary region, w, is assumed. The variation of the
enrichment factor is a function of this width, as shown in Fig. 7 for the boron enrichment at a
grain boundary in boron-doped NiAI [5,6]. Although it is difficult to assign a value to the
width of the boundary region, a sensible choice is the interplanar spacing of the closest
packed plane, e.g. dl 10. It is evident that the true enrichment is significantly higher than the
measured value. However, it should be noted that this volumetric approach assumes that the
composition may be treated as a continuum and that there are no variations in density on a
local scale: these assumptions may not be correct or even appropriate at the atomic level.

INTERFACE MORPHOLOGY

The three dimensional morphology of interfaces and precipitates may be accurately
determined with the atom probe. Since the technique of field evaporation I I I enables small
amounts of material to be carefully and precisely removed from the specimen, the
morphology of the feature may be reconstructed from its extent in a sequence of field ion
micrographs or field evaporation micrographs [7]. Until recently, this technique has mainly
been used to determine the shape of small precipitates. However, the introduction of the new
generation of three dimensional atom probes (3DAP) has enabled more elaborate types of
visualization and parameterization of complex microstructures. However, it should be
emphasized that it is the more powerful computer capabilities rather than the new types of
position-sensitive detectors that have permitted these types of visualizations.

An example of the complex microstructures that may be visualized at the atomic level
is the two phase microstructure that is formed by spinodal decomposition within the low
temperature miscibility gap in the Fe-Cr system, as indicated in interior of the grains in Fig. 2.
A three dimensional set of data may be obtained by field evaporating the Fe-45% Cr
specimen and recording in a digital format the sequence of field evaporation micrographs that
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Fig. 1. a) Field ion micrograph of a grain boundary in boron-doped Ni3 AI showing brightly-
imaging boron atoms decorating a small facet (arrowed). (b) Boundary in a Soviet
type VVER 440 pressure vessel steel showing ultrafine brightly-imaging molybdenum
carbonitride precipitates. Atom probe analysis also revealed that there was a
significant enrichment of phosphorus at this boundary.

SMCVAN AT

STAR OFM

Fig. 2.Field ion micrograph of a 19 grain Fig. 3. Schematic diagram of the orientation
boundary in Fe-45% Cr aged for 500h of the cylinder of analysis in the
at 5000C exhibiting a darkly-imaging atom probe. The axis of the cylinder
chromium nitride film. A chromium makes an angle 4 with respect to the
nitride precipitate is also evident axis of the specimen.
protruding from the boundary.
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ofthe isosurface between the iron- function of the ruler length obtained

rich a phase and the chromium- from field evaporation micrographs
enriched a' phase obtained from a of Fe- 19, 24 and 32% Cr alloys aged

sequence of field evaporation at 5000C and a reference circle. T~he
micrographs in the optical atom fractal dimension of the interface
probe. The material was an Fe-45% was found to vary between -1.1 and
Cr alloy aged for 192 h at 5400C. 1.5 which indicates that the interface
This volume is a cube of side 21 nm. is fractal.
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appear on the position-sensitive detector of the optical atom probe (OAP) (8,91. One of the
most effective representations of the morphology of this complex interconnected
microstructure is to calculate the isosurface between the two phases. An example of an
isosurface in an Fe-45% Cr alloy aged for 192 h at 5400C is shown in Fig. 8. This set of data
corresponds to a cube that is approximately 21 nm on each side. The complex interconnected
nature of this two phase microstructure is clearly evident. Similar isosurfaces have also been
determined for this material from three dimensional composition maps 110].

The three dimensional data may also be subjected to other types of analyses. For
example, examination of the length of the perimeter of the interface as a function of the ruler
length of similar sets of field evaporation sequences in Fe-19, 24, and 32% Cr alloys aged at
5000 C has indicated that the interphase interface has fractal properties, as shown in Fig. 9
[1 1]. Some other types of fractal and topological analyses have also been performed on these
model Fe-Cr alloys 1101. These types of analyses provide means for comparing different
aging conditions.

CONCLUSIONS

The examples given in this paper have illustrated some of the types of information
that may be obtained with the atom probe field ion microscope in the characterization of
internal interfaces. The high spatial resolution and serial sectioning capabilities of the field
ion microscope enables the three dimensional morphology of the interface to be visualized
and the mass spectrometer section of the atom probe enables compositional variations and
segregation behaviour to be accurately determined.
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ABSTRACT

The secondary electron generation process is studied in an ultra-high vacuum scanning
transmission electron microscope using electron coincidence spectroscopy. Production pathways
for secondary electrons are determined by analyzing coincidences between secondary electrons
and individual excitation events. The ultimate spatial resolution available in scanning electron
microscopy is limited by the delocalization of the secondary electron generation process. This
delocalization is studied using momentum resolved coincidence electron spectroscopy. The
fraction of secondary electrons resulting from localized excitations can explain the high spatial
resolution observed in secondary electron microscopy images.

INTRODUCTION

The high spatial resolution structural determination of surfaces, overlayers and monolayer
thin films often utilizes the secondary electron (SE) signal produced by a focused probe of fast
electrons, e.g. imaging surface steps on Si(l 11) F1], Si(l00) 12], GaAs(l 10) [3],Cu(100) 14].
NiO, MgO and Pt 15,6]. The production of SE by focused, fast electron beams is a multistage
process which includes excitation of target electrons by the energetic incident beam, subsequent
decay yielding hot SE, transport to the surface, and transmission over the surface potential
barrier [7]. Although the excitation process for inelastic scattering of fast electrons in thin films
is well described by the Bethe theory [8] pioneered over 50 years ago, detailed theoretical
treatments of SE production and transport [7] have yet to be verified. The ultimate spatial
resolution of a SE image formed by scanning a well focussed probe across a surface is limited by
the spatial delocalization of the specific excitation event which leads to the production or
generation of SE. This delocalization can be related to the transverse momentum transferred to
the specimen during the excitation process through the Heisenberg uncertainty principle.
Theoretically, Ritchie et. al. [91 concluded that high spatial resolution SE images result from
localized scattering from valence excitations, in accordance with the experimental results of
Bleloch et. al. 14]. Liu and Cowley 151 maintain that it is the higher-angle inelastic scattering that
gives rise to the observed high spatial resolution, and that these events are likely due to single
electron excitation processes. Even the role of the delocalized plasmon excitation and subsequent
decay into SE [10] in free electron metals, which has received considerable theoretical attention,
remains controversial and awaits experimental characterization [11].

The accepted model for SE production [71 is not well characterized since it is extremely
difficult to separate experimentally the generation, transport and transmission processes during a
given SE creation event. Here, we examine the SE generation pathway by correlating SE of a
given energy produced by an initial inelastic excitation using time coincidence detection 112-141.
This technique can be used, for example, to isolate the role of plasmon decay [10, 11] in the SE
generation process.

EXPERMENTAL RESULTS

The experiments were performed in a Vacuum Generators HB501-S UHV scanning
transmission electron microscope (STEM), operating at a base pressure of 5 x 10-11 tort. The
microscope which forms sub-nanometer focused 100 keV probes 1151 is equipped with a second
order corrected magnetic sector spectrometer for microanalysis using tranmission electron energy
loss spectroscopy (EELS). The spectrometer has 0.5 eV resolution at 100 keV beam energies at
spectrometer acceptance semi-angles up to 5 milliradians (mr). Electrons scattered by 100 mr at
the sample can be focused into the spectrometer by post specimen electron optics. Surface
microanalysis using SE or Auger electron (AE) spectroscopy is performed within the magnetic
field of the objective lens using the parallelizer principle 115,161. The collection efficiency is

Mat. Res. Soc. Symp. Proc. Vol. 295. 1993 Materials Research Society



254

100% at SE energies, and degrades to 40% at intermediate AE energies (300-400 eV). Collected
electrons are deflected by an astigmatic Wein filter, and energy analyzed by a 100 mm radius,
1800 spherical electrostatic energy analyzer operated at a fixed retard ratio of 5. Microstructural
analysis is performed in situ using standard electron diffraction and/or microscopy techniques.
Excellent EELS momentum resolution ( 0.01 mrad) can readily be obtained in STEM by
employing small incident beam convergence angles and appropriately exciting post-specimen
lenses.

High-angle-annular-dark-field (HAADF) and SE images of in-situ depsosited Ag islands
on a < 5 nm thick amorphous carbon substrate are shown in Figs. I a and lb respectively. These
images were acquired simultaneously, and hence are absolutely registered. The HAADF imaging
mode in STEM is capable of atomic point-resolution. Contrast in HAADF images can be most
simply envisioned as a convolution of the atomic scattering function of the object under
observation with the beam intensity profile (incoherent imaging). The secondary electron image,
upon visual inspection shows (nearly) identical features and resolution. Line scan profiles
extracted from identical regions of the HAADF and SE of Figs. la and lb are shown in Fig. Ic.
The striking similarity between these profiles indicates that the resolution in each image is
identical, and is limited by the probe diameter in this instrument to roughly I nm. Why is the
secondary electron image resolution so great ? In order to investigate this question, we correlate
the production of a SE of a given energy with an inelastic excitation (of the incident high energy
electrons) using time coincidence detection [12-14]. In the coincidence detection experiment,
individual electrons which have been inelastically scattered are detected with an electron energy
loss spectrometer (EELS) and correlated in time with those secondary electrons which are
detected by the 180° electrostatic analyzer.

300 (c)
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E200 I
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Fig. I (a) High angle annular dark field (HAADF)and (b) entrance face secondary electron (SE)
microgaphs of in-situ evaporated Ag islands on < 50 nm thick amorphous carbon film. The
micrographs are 75 nm across and in exact registration. (c) Line scan profiles across Ag islands
illustrating that similar resolution is obtained in HAADF and SE images.
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Specifically, EELS electrons are detected by a single-crystal Ce-doped vytrium-aluminum-
garnet (YAG) scintillator, selected for its resistance to radiation damage under bombardment by
100 keV electrons and its suitability for UHV. The SE channel employs a channeltron electron
multiplier. Pulses resulting from single electron events can be counted at rates up to I MHz. In
the coincidence experiments, time correlation spectra (TCS) are formed by starting the timing
electronics with EELS pulses, and using the delayed SE pulses to gate the stop. The EEL
f•pectrometer pass energy is ramped while the SE spectrometer remains fixed at a particular
energy with a I eV energy window. A time correlation spectrum is acquired at each EEL energy,
and the true and false coincidence signals, which are integrals under the TCS peak and
background [ 171, are extracted and stored.

Timing resolution and counting rates are limited by intrinsic processes such as plasmon
decay (< I ps), and instrumental factors such a, transit time spreads in the parallelizer field (< 10
ns) and electrostatic energy analyzer (< 30 ns), and, any delays introduced by electron
conversion electronics. Our system is limited by the flourescent decay times of the Ce:YAG
scintillator which is between 80 and 1(K) ns. Coincidence spectra acquired at high starting and/or
stopping count rates are dead-time corrected [17). These corrections are verified by analyzing the
false coincidence spectrum, the EELS spectrum and the secondary count rate [17].

Electronic Structure

EELS, coincidence and generation probability spectra for p-type (nh = l1'- cm- 3 )
Si<l i 1> are shown in Figs. 2a and 2b. The SE generation probability spectrum is defined as the
ratio between the coincidence and EELS spectra [12-14,18], and is a measure of SE generation
efficiency for a particular inelastic excitation. The plasmon excitation visible at 17.7 eV is the
dominant peak in the EELS spectrum (Fig. 2a). The excitation energy of the planar surface
ias,•,, 1[19) (ws=wop/(1 +Fs)1" 2 ,where Fs is the real part of the dielectric constant for the

medium adjacent to the surface) can be used to gauge the surface cleanliness. A monolayer of
absorb-.- contamination can shift this peak. The Si coincidence (Fig. 2a) and generation
probability (Fig. 2b) spectra are each shifted for s,[sibility. The role of plasmon decay in SE
production remains controversial. These excitations have large cross sections and the
accompanying planar surface plasmons [19] are localized within an SE escape depth of the
surface. A number of authors have suggested that plasmons may be a major production pathway
for SE in imnetals [10,141 while Massignon, et. al. [I 11, in direct contradiction to theoretical
predictions, si: gSested that plasmons were not responsible for SE production in Al. We observe
that the peak, and in fact, most of the generation probability for SE creation, lies at excitation
energies above the volume plasmon excitation energy ',ig. 2), suggesting that SE production
resulting from the decay of plasr-ons is not the prir.iary production mechanism in p-type Si
<1I1>.

The data of Fig. 2 provide evidence that interhand valence excitations play a major role in
the production of SE. Peaks in the Si coincidence spectra (Fig. 2a) move linearly with the kinetic
energy of the detected secondary electrons. For example, examining the peaks in the 7.5 eV SE
coincidence spectrum at 20.0 and 24 eV, and subtracting the SE kinetic energy and the work
function from the peak energies, we see that these events originated 8 and 11.7 volts below EF in
the valence band. There are large densities of states (along L) at -7.24 and -10.17 eV [201 (EF =
0 in this highly doped p-type Si). The correspondence between the peaks in the generation
spectra and the large density of states along the incident momentum vector suggests that the
decay of ionizations from deep in the valence band play a significant role for SE production in
Si(111).

SE production in amorphous (glassy) carbon films has been investigated by Voreades
112J Mullejans [13] and Pijper and Kruit [141. We have also investigated the secondary electron
generation process in carbo'n films [18]. Since the band structure of amorphous carbon is not
well defined, there are no peaks in the coincidence spectra which can be linked to any particular
electronic states. However, when the generation probability spectrum is divided by the EELS
energy, the resulting normalized generation probability spectrum (181 has zero slope (± 4% )
between ?5 eV and 100 eV energy loss. This suggests that secondary electron production
resulting from higher loss energies than valence band excitations result from simple energy
deposition local to the surface mediated by the escape depth of the SE. This is consistent with
the Sternglass theory [211 for secondary electron production, where the secondary yield is
proportional to the stopping power of the film 17.221.
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Fig 2: (a) The EELS (open upfacing triangles) and coindence spectra for p-type Si <111>. The
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squares) and the total SE (filled ,squares) signals. (b) The generation probability derived from (a)
which reflects the efficiency by which SE electrons of given energy (as above) are created for
each inelastic scattering event of given energy.

Spatial Resolution

In this section, we present data from a momentum-resolved electron coincidence
spectroscopy study of the SE generation process in thin Si(l I 1 ) crystals. This data shows that
SE more probably result from the decay of valence excitations produced by large mor:•entum
transfer inelastic scatte6ng events. This data shows that the fraction of SE resulting from
sufficiently localized scattering can explain the observed high spatial resolution in secondary
electron microscopy (SEM) images; the SE generation process becomes more efficient as the
irtitial inelastic excitation event transfers more transver• momentum to the sample.

Coincidence electron .•pectra were accumulated between 2.5 eV SE and primary
inelastically •attered electrons at discrete energies, 17eV (the plasmon energy in Si), 34 eV and
51 eV. In each case, three effective angular apertures were defined with the post specimen lens
optics such that electron energy loss excitations ",,ith perpendicular momentum transfer wave
vectors up to 1.00/•.l 11.18 ik-I and 0.15 A-1 were accepted into the spectrometer. The ratios of
the number of SE produced by primary electrons which have scattered through a certain angle
can be obtained by fitting this data (not shown). With the I.(X) ,•-I (the cut-off wave vector for
plasmon excitations in Si [191 is I.I ,•.l) transverse momentum data used for the normaliration,
4,1% of all SE produced in thin Si(] I I) cry.slals result from primary electrons which have
scattered through at least O. 18 ,•,-I and 87% are the result of .scattering by at least O. 15 ,•-I.

The spatial resolution of an image can be estimated from the degree of dclocalb'ation from
the inelastic scattering distribution and the Hei.•nberg uncertainty principle. Since the EEL
spectrometer integrates over all scattering angles up to the angle subtended by the collection

aperture at the sample, Oo. the angularly resolved coincidence data are proportional to
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"Od- (Ef/dedf ,,sinJ dt where d2
C(E)I/dtdE is the differential crotNs sc.tn hor scattering

from excitations of energy F through an angle O 123}. The average scattenng angle, (I). 1i tliund
hy integrating 0 dao(E.0)/dodl first over the collection aperture 1241 and then over the energy
distribution of the inelastic scattering products, N(E). For estimating the delocalihation in a SE
image. N(E) is just the coincidence spectrum. By contrast, when estimating the delocaliuation in
an inelastic image, N(E) is EEL sp -trum. The average transverse wavcvector for an inelastioc
scattering event is (q ) = k,, (t). where k,) = 170 A-1. is the incident wavevecior. The average
scattering angle (9) can be related to the spatial resolution (delocalization) in an image through the
Heisenberg uncertainty relation as, Ax - 1/(q._) = l/(k,) (0)). Following this procedurc fir the
angularly resolved coincidence data, and the EEL. spectra which produced these SE. we estimate
the spatial delocalization which is shown in table 1. The calculated spatial resolution is greater
for images formed with (all of the) SE than for images formed with the (small-angle) inclamtically
scattered electrons (01-50 eV).

Table I

IS-1 E&iL

01)0 3-5 41)
1It.1 13.1 14,3
0.15 15.9 16.7

Table 1: The delocalization expected in an image formed with 25 eV secondary electrons (SE)
and inelastic electrons (EELS) estimated from the Heisenberg uncertainty relation due (o
scattering of given average wavevector.

The reason for the higher spatial resolution in the SE images is made apparent in Fig. 3
which illustrates the SE production efficiency initiated by an inelastic event oif a given energy for
all momenta collected by the EEL spectrometer, the angle resolved generation probability. SE are
more probably produced by the decay of valence excitations resulting Irom high momentum
transfer inelastic scattering in thin Si( I 1l) crystals. High spatial resolution SE images obtained
by normally incident beams on a planar surfaces report 2017 - 801)7, edge resolutions of around I
nm using sub-nm diameter probes [251. Our data can explain this observed spatial resolution. A
1.0 nm delocalized excitation event (a weighted sum of the data of Table 1) when convolved with
a (1,5 nm diameter probe yields a SF 20% - 8(0'7 edge resolution of about 1.2 nm. Higher
spatial resolution SE images have been obtained using either glarcing incidence (aloiof
illumination) or imaging asperities on a planar surface [51. The spatial resolution of some o1
these images approaches 0.5 nm Either a more localized generation process or one with
increased weighting towards high momentum transfer must be responsible for this observed high
spatial resolution.

Simple geometric arguments based on classical kinematic scattering can be used to show
how ultra-high spatial resoilution SE images may be obtained at glancing incidence. For primary
electrons normally incident on a surface, momentum conservation causes the excitations resulting
from large angle, highly localized scattering to travel more nearly parallel to the surface than
those excitations rest ýlung from low angle scattering. Thus, the subsequent decay of these
localized excitations into hot SE are more likely to escape than those SE resulting from
delocalized excitations. The preferential emission of SE produced by the u, ,ay of excitations
resulting from high angle scattering may be enhanced for glancing incidence. Those•e xcitations
produced by high angle scattering travel nearly perpendicular to the beam Those traveling
toward the surface can decay into SE which escape and contribute to the high resolution image.
Production in proximity to the surface may be further enhanced by surface enhanced damping of
valence excitations 1261 As the beam moves away from the surface (edge), less of these high
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Fig. 3: SE production efficiency initiated by an inelastic event of a given energy for all momenta
collected (indicated) by the EEL spectrometer.

resolution SE escape since the distance the excitation travels before decay is limited by it- group
velocity multiplied by its lifetime to about a rnanometer. The SE subsequently produced are
further attenuated by their inelastic mean free path. Excitations resulting from low angle
scattering events travel more nearly parallel to the surface than do those resulting from more
localized high angle scattering. The subsequent decay of these delocalized excitations yield hot
SE which contribute low spatial resolution Fourier components to the image.

CONCLUSIONS

We have employed coincidence electron spectroscopy as a means of studying the SE
generation process. We determined that SE production in thin Si crystals is unlikely to originate
in plasmon or surface plasmon decay. In the energy loss region above the valence band
excitations and below the final core loss energy, the probability of SE production is proportional
to the energy deposited in the film as predicted by the Stermglass model. Momentum resolved
electron coincidence spectroscopy results suggest that SE are more probably produced by the
decay of valence excitations resulting from large momentum transfer inelastic scattering in thin
Si(I 11) crystals. Quantitative analysis of this data shows that SE images will have higher spatial
resolution than images formed with those inelastically scattered electrons from which the SE
result. Our data can explain the spatial resolution of SE images obtained with primary beams
normally incident on planar surfaces. Higher spatial resolution images obtained at glancing
incidence (aloof illumination) or of asperities on a surface may be the result of enhanced
preferential emission of SE produced by the decay of highly localized inelastic scattering.
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REM AND RHEED STUDIES OF Pb ADSORPTION ON Si(1 11)

YASUMASA TANISHIRO, MASAHIKO FUKUYAMA AND KATSUMICHI YAGI
Department of Physics, Tokyo Institute of Technology,
Oh-okayama, Meguro-ku, Tokyo 152, JAPAN

ABSTRACT

Structure changes of Si(111)-Pb surfaces due to deposition and heat treatment are
studied by REM-RHEED. Surface structures observed are summarized as a phase
diagram. Formation of an incommensurate layer(a) and a phase transition between
incommensurate structures of a and a' is described.

INTRODUCTION

Growth of metal on semiconductor surfaces and structure changes due to heat
treatment are of great interest in surface physics and semiconductor device technolo-
gy. Lead adsorption on Si(111)7x7 surface has attracted much attention, because of
the report that the Schottky barrier height for Pb/Si(1 11) contacts depends strongly on
the interface structure[1]. This system has been studied by LEED[2-4], RHEED[5],
ion-scattering spectroscopy[31 and ellipsometry[6], and various kinds of v3x,3
(abbreviated to v3 hereafter), "1x1" structures and a two-dimensional(2D-) Pb(111)
layer have been reported. The structures, and the phase transitions between them,
however, have not yet been clarified.

X-ray diffraction has been used to study the structures near 1 ML coverage[7]. The
2D-Pb(l11) layer formed by deposition at room temperature and the structure formed
by subsequent annealing have been analyzed. It was found that the latter is an
incommensurate structure, although it was identified to be the ' 3 structure and
labeled V3-11[2], V3-a[3,5] and v3 3[4] in previous papers. The present authors have
studied the structure changes resulting from the deposition of lead at various sub-
strate temperatures and by heat treatment using reflection electron microscopy and
diffraction(REM-RHEED), and found a 2D-contracted Pb(11l) layer, "1x1 ", two kinds
of %/3 structures and incommensurate layers a and a'[8,91 as described below. We
have also found that the a layer is not the v3 but an incommensurate structure and
further found that a phase transition from the a to a' occurs by heating[8].

The STM, ion scattering and LEED have been used to study structures and cover-
ages of the various phases[10]. Two kinds of the v3 structures named mosaic
phase(e=1/6) qnd standard phase(e=1/3), lx1 overlayer and the rotated incommensu-
rate phases were observed on annealed samples.

In the present paper, a REM-RHEED study of the adsorbate structures formed by
the deposition of lead and heat treatment is summarized and a "phase diagram" will
be given. The formation of the incommensurate layer a and the phase transition
between the a and a' are fully described. Since the formation and phase transitions of
the other structures have been described in the previous paper[91, these will be in-
cluded on the phase diagram.

EXPERIMENTAL

Experiments were performed using a UHV electron microscope (modified
JEM100B)[11]. Si(111) substrate crystals were heated and cleaned by passing a DC
current through them. Lead was evaporated from a tungsten filament and the amount
deposited was monitored by a quartz oscillator. The deposition rate was 1-3 ML/m,
where 1 ML(monolayer) corresponds to 7.83x1014atoms/cm 2, the atomic density of a
bulk-terminated Si(11t)lxl surface. The azimuthal directions of the incident electron
beams for the REM images and RHEED patterns were close to the <112> direction.

Mat. Res. Soc. Syrmp. Proc. Vol. 295. 1•993 Materials Research Society



262

RESULTS

Adsorption processes were observed at substrate temperatures between 1600 and
400'C. As described in the previous papers[8,91, different structures were formed
depending on the substrate temperature; low(L; T<24O0 C), high(H; around 4000C) or
intermediate(M; 2400 - 3600C). The surface structures observed are summarized in
the "phase diagram" shown in fig.1, where the abscissa does not represent the cover-
age but the deposited amount of Pb.

Adsorption at Low Temperature

When lead was deposited on the Si(111)7x7 below 240'C, corresponding to "L"
range in the phase diagram, the RHEED pattern was seen initially to be
unchanged(-0.3ML). This suggests that no ordered structure of Pb atoms is formed
on the surface. When the deposited amount was increased to 0.7 - 1 ML, streaks
due to the two-dimensional compressed Pb(111) layer appear in the RHEED pattern.
This structure is labeled as 2D-Pb(111) layer, which is abbreviated to 2D in the phase
diagram. The orientation of the 2D- Pb(111) layer is parallel to the substrate,
Pb[110]//SiI1101. The reflections on the zeroth Laue zone are indexed by (r,r): Tile r
value is zero for the specular reflection and r=±_l for the fundamental ones from the
substrate surface. The streaks which correspond to the {11,11 type reflections from the
2D-Pb(111) layer appear at r=_1.14(=+8/7). Thus, the 2D-Pb(111) layer is contract-
ed by 4% from the bulk (111) plane to make lattice matching with the 7x7 unit mesh;
mean interatomic distance between Pb atoms is 7/8 that of the lx1 unit mesh length.
At the same time the intensity distribution of the 7x7 superlattice reflections changes
from that of the clean 7x7 surface to that of the so-called 6-7x7 surface[l 2-14]: Only

SO1

44 0 H 7 ,7 +F3- i FT- [
"M 47 X 7, +{'-1, 1'-

"4 3*s M 7'7 +~'[ , " ÷ /--

L 7,7 + 21)+"•6-7 7 2)"+6-7,7 +3

Deposited Amount of Pb (Mi.

Fig.1 Phase diagram of Si(111)-Pb surface. Abscissa represents the deposited
amount of Pb. The coverage may be reduced from the deposited amount in high
temperature range. Horizontal chain lines (ý240' and =3601C) represent the tem-
peratures where irreversible transitions occur from the lower to higher temperature
phase by annealing. Incommensurate phase a is formed by the additional deposition
of Pb on the v3-L or V3-H surfaces. The hatched region (250'-280'C) represents
phase transition between the a and a' phases.
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the (m/7,n) and (m,n/7) reflections, where m and n are integers, are strong and the
other 7x7 reflections become weak. The 6-7x7 was found to be formed by the ad-
sorption of alkaline metal or hydrogen atoms on the Si(111)7x7. This indicates that
the stacking-fault layer of the DAS structure[ 15] is left at the interface, and so the 2D-
Pb(1 11) layer is influenced by the 7x7 periodicity.

Upon further deposition, three dimensional(3D-) Pb( 11I) islands of the bulk lattice
parameter are formed on the 2D-Pb( 11) layer (the Stranski-Krastanov growth
mode).

The 2D-Pb(111) layer transforms irreversibly to V3-L by heating beyond the lower
chain line in the phase diagram into "M" range. At the same time, reflections from the
6-7x7 structure disappear. This indicates the stacking-fault layer at the interface
disappears.

Adsorption at High Temperature

When Pb is deposited on a substrate at about 4000C, "H" range in the phase dia-
gram, domains of the V/3 structure are formed and expanded. The 3D islands are not
ormed by further deposition. This is because the desorption rate is high in this tem-
perature range. The v/3-H structure is stable in the temperature range between room
temperature and "H" range. By heating beyond 5000C the desorption of Pb becomes
remarkable and the surface structure returns to the 7x7 phase of the clean surface.

Adsorption at Intermediate Temperature

When Pb is deposited on a substrate at 240' - 360 'C, "M" range in the phase dia-
gram, small domains are formed on terraces. Correspondingly, the 7x7 superlattice
reflections become streaky in the RHEED pattern. However, no other extra spots
appear in the pattern. Thus, we labeled the structure of the domains formed as '1xl".
Upon further deposition, the 7x7 superlattice reflections weaken and streaks from the
V3 structure appear. This structure is labeled as A3-L as distinct from the -'3-H struc-
ture. The intensities of the extra streaks from the `3-L structure decrease on cooling
below 2000C, unlike the V3-H structure. This is characteristic of the -V3-L structure.

When Pb of about 1 ML was deposited at 2400C, low temperature in the "M" range,
the RHEED pattern was seen to be changed from the 7x7 to "lx1" immediately after
the deposition and the extra streaks due to the "/3-L structure appeared a few
minutes later. This indicates the low mobility of the surface atoms and that it requires
time to form the V3-L structure at this temperature.

By heating beyond 3600C, the upper chain line in the phase diagram, into the
"H"range, the 'i3-L structure transforms irreversibly to the v3-H structure. The inten-
sities of the '/3 streaks once weaken on the way of the phase transition, where the
coverage of Pb may be reduced,

Incommensurate Structures

Figure 2a shows a RHEED pattern from a V3-L surface (190°C) which was pre-
pared by the deposition of Pb of 11/7 ML at 2400C and annealed at 330'C. Figure 2b
shows a RHEED pattern after the additional deposition of Pb of 5/7 ML at 190'C.
Intense streaks appear as indicated by the large arrow. The r value of the streak is
not 213 as expected for the V/3 structure but 0.65. This indicates clearly that the struc-
ture is not V3 but incommensurate with the substrate surface, as reported[8]. The r
value is close to the value obtained by Grey et al. from X-ray diffraction; r=0.652[7].
This streak corresponds to the (1,0) reflection of the two-dimensional Pb(111) layer
(a layer) with the orientation of Pbt 10]//Si[2 1). The a layer is rotated by 300 about the
surface normal from the 2D-Pb(111) layer formed by the deposition in L" range. The
Pb-Pb distance is contracted by 2.6% from that of the bulk(Ill) plane. The (2,0)
streak is seen at r=1.30 (= 2 x 0.65) as indicated by a medium-sizeo arrow. The
intensity is much weaker than that of the (1,0) streak. Furthermore, streaks are seen
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ai

Fig.2 RHEED patterns from (a)v3-L surface and (b)a surface. The a structure was
formed by the additional deposition of Pb of 5/7ML on the V3-L surface at 90CC.
Note the shift of the position of the streaks from (a) to (b): The r value of the streak
indicated by a big arrow is not 2/3 but 0.65. The a is an incommensurate structure.

at r=0.35 (=1-0.65) and 1.65 (=1+0.65) as indicated by small arrows.
The a structure is also formed by additional deposition on the v3-H structure in 'U

range. Figure 3a is a RHEED pattern from a V3-H surface at 1800C. The surface
was prepared by annealing at 4500C of the surface having the 2D-Pb(111) layer with
3D islands by the deposition of Pb of 2 ML at 1900C. By the deposition of Pb of 5/7
ML on the v'3-H surface, weak diffuse streaks due to the a structure appear as indi-
cated by an arrow in fig.3b. The streaks from the a structure become sharper in a
RHEED pattern taken 10 minutes after the deposition as shown in fig.3c. The streaks
from the 3D-Pb(111) islands are also seen at r=1.10, as indicated by the large arrow
in fig.3c. Thus, the 3D islands grown on the a layer have a lattice parameter of the
bulk Pb crystal and the epitaxial orientation is parallel to the substrate, which is the
same as that of the 3D islands grown on the 2D-Pb(1 11) layer. It takes a long time to
form the a layer and the 3D islands at 1800C. The formation of the 3D islands on the
a layer is directly seen in REM images of fig.4. Figures 4a and 4b are REM images
from an a surface and the same surface after the deposition of Pb of 9/7 ML at 1800C,
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Fig.3 RHEED patterns from (a)vr3-H surface; (b)surface immediately after deposition
of 5/7ML of Pb on the v3-H surface; (c)10 min. after deposition. Substrate tempera-
ture was 1801C. Streaks from a layer appear as indicated by small arrows in (b) and
(c). The streaks become sharper from (b) to (c). The streaks from the 3D-Pb(111)
islands are also seen in (c), as indicated by the large arrow,

respectively. 3D-Pb(111) islands grown on the a surface are seen to be dark in
fig.4b.

The a structure was changed to another incommensurate structure labeled as a' by
heating beyond 250-280°C. Fig.5a is a RHEED pattern from an a surface at 190'C.
The ztreak from the a structure indicated by an arrow is clearly seen at r=0.654. By
heating up to 290°C, the streak indicated by an arrow became broad and weak and its
position shifted to r=0.625 as shown in fig.5b. The diffuse streaks seen in the RHEED
pattern from the a' structure are similar to those from a high temperature phase of
Ge(111)-Pb surface[16]. The r value (0.625) of the diffuse streak indicated by the
arrow in flg.5b corresponds to the reciprocal distance of q= (27r/d=) 20.3 nm'. The
distance is close to 20.5 - 20.6 nm- 1 which has been reported for the position of the
first diffuse rod seen in the RHEED pattern from the high temperature phase of
Ge(111)-Pb surface[16). Figures 5c, 5d and 5e are the RHEED patterns which were
taken immediately, and after 1 min. and 5min., respectively, after cooling to 192°G.
The streak became sharp and strong again and the position returned to that of the a
structure gradually: The r values for the streaks shown in flgs.5c, 5d and 5e are 0.624,
0,637 and 0.645, respectively. The position (r value) and the width of the streak
changed gradually in several minutes. This is due to the low mobility of the Pb atoms
at 195°C.



Fig.4 REM images from (a) a surface and (b) same surface after deposition of Pb of
9/7 ML at 1800C. The 3D) islands are seen to be dark in (b), Images are foreshort-
ened by 1/50 in the vertical direction due to the glancing exit of imaging electrons.

DISCUSSION

It is readily apparent from RHEED that the a layer has an incommensurate structure
relatively to substrate surface, as previously reported by Grey et al.f71, the present
authors[81 and Ganz et at. [101. The framework of the a structure is a rotated (111)
layer adsorbed on the surface, Pbfl i0j//Si[2I11, from the parallel orientation (Pb[1 i0]//
Silil 10). Since the r value of the streak due to the a structure was 0.64 - 0.65, the a
layer was found to be contracted by 1 - 3% from the bulk. The large contraction of
5%/ is needed to form the commensurate V3 (,v3a) structure on this model, where the
interatomic distance between Pb atoms is compressed to be half of the V 3xV3 unit
mesh length. Hence, the incommensurate structure a may be formed to relieve the
elastic strain energy in the Pb layer. The compression of 1 - 3% is smaller than 4%
for the 2D-Pb(111) layer formed on 6-7x7 in "L range. A structure similar to the a
structure but having the V3 periodicity was reported to be formed on the Ge(l11)-Pb
surfacell 61, where the Pb layer is contracted by only 1.*0% to form a commensurate
V3 structure.

The intensity of the (2,0) streaks from the a layer was much weaker than that of the
(1,0) streak as shown in fig.2b. This indicates that Pb atom positions in the a layer
are modulated from those of the uniformly contracted layer by the substrate corruga-
tion potential. The streaks at r=0.35 and 1.65 seen in fig.2b may be caused by the
modulation, as has been suggested for the explanation of the appearance of the extra
spots around the (1/3,1/3) in LEED by Ganz et al.[10. However, the RHEED intensi-
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Fig.5 RHEED patterns from (a) a surface at 190'C; (b) a' surface after heating to
290'C; (c) immediately, (d) 1 min. and (e) 5min. after cooling to 1950C. Note the
change of the intensity and position of the streak indicated by arrows. The r values in
(a) to (e) are 0.654, 0.625, 0.624, 0.637 and 0.645, respectively.
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ties of the streaks as well as LEED intensities should be much influenced by dynami-
cal diffraction effects. Thus, further study using X-ray diffraction or transmission
electron diffraction in which the diffraction intensity carn be treated using the kinemati-
cal approximation is needed for analysis of the modulation of the a layer.

The density in the a layer was reported to increase as the coverage increased, untilW
the 3D island formation begantl0. Although the r value observed was scattere d in
the range of 0.64 - 0.65, such a relation was not seen in the present observation: The
rvalue did not decrease by additional deposition on the a surface.
It was noticed that the r value of the streaks from the a structure increased gradually

in several minutes after cooling from the a' structure. The structure change to reach
on equilibrium required several minutes. The slow structure change was also seen in
the formation of the N/3-L structure at 240'C and the formation of the a layer and 3D
islands at 180'C. These times are due to the low mobility of surface atoms at low
temperature.

The diffuse streaks seen in RHEED patterns from the a' structure of Si( 11) -Pb sur-
faces were similar to those from the high temperature phase on Ge(l111)-Pb surface.
The latter phase has been reported to be 20 liquid of Pb on Ge(11l) surface by
lchikawa[l6]. Although the lattice parameter for Ge and Si substrates is different by
5%, the position of the first diffuse streak in RHEED patterns was much the same.
Thus, it appears that the a' phase is 20 liquid on the Si(1 11) surface and that the
phase transition from the a to the a' phase is 2D melting transition. Although the
structure of the a' layer has not yet been analyzed, correlation lengths of the atoms in
the Pb layers on Si and Ge substrates are similar.

It has been reported in our previous papers[8,91 that the '13 structure is classified
into the '13-L and '13-H structures. Recently Ganz et al.([10] reported two kinds of the
V'3 structures on annealed surfaces which were named v3-standard (O0'1/3ML) and
V31-mosaic(e=1/6MVL) phases. Since the v3-mosaic phase has been reported to be
stable between RT and 600'C, the '13-mosaic structure is considered to correspond
to the '13-H. The '13-standard phase, then, appears to be the v3-L. However, they
reported also 1lxi overlayer of Pb in the range of coverage between 1/3 - 1 ML on
annealed surfaces. We also observed the 1"lxi" phase, but thp domains of the 1lxi "
phase were formed at the initial stage of the deposition before the formation of the
'13-L structure. No contrast for such domains were seen in REM images after the
x/3-L structure covered the whole surface. Since the displacement of the atoms in the
'13-L structure occurs to weaken the extra streaks upon cooling below 200oC, there is
a possibility that the I x1 overlayer in their observation performed at room temperature
corresponds to the '13-L phase at low temperature.

CONCLUSIONS

The structure changes caused by the deposition of lead on the Si(l1l1)7x7 surface
at different substrate temperatures, by heat treatment and by additional deposition on
the annealed surface are summarized as a "phase diagram". The 2D-Pb( 1i1) layer
is formed on the 6-7x7 interface in "L" range. It is a metastable structure with a
stacking-fault layer remaining at the interface and it attains lattice matching to the 7x7
unit mesh by acompression of 4.0%. The "lxi" and '13-L structures are formed in
"W" range, and the '13-H is formed in "H" range. The 20-Pb(ll11) layer transformed
irreversibly to the '13-L by annealing in "M" range, and the V'3-L transformed irrevers-
ibly to the '13-H by annealing in "H" range. Incommensurate structure of rotated and
1-3 % compressed Pb(li11) monolayer (the a) is formed by the additional deposition
on the v3-L and '13-H surfaces in "L" range. The phase transition between the
incommensurate structures of the a and the a' occurs at about 250'-280"C. By fur-
ther deposition of Pb on the 20-Pb(i11i) layer or the a layer, the 3D-Pb(Iil1) islands
of the bulk lattice parameter grow in the parallel orientation (the Stranski-Krastanov
growth mode).
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THE SURFACE STRUCTURE OF OXIDES
STUDIED WITH REFLECTED HIGH ENERGY ELECTRONS

Tung Hsu
P.O. Box 58364, Salt Lake Cit), Utah 84158-0364, U S.A.

ABtSTRACT

Reflected high energy electrons have been employed for studying surfaces of single crystal
oxides in real and reciprocal space. The techniques ussd include reflection high energy electron
diffraction (RHEED). reflet!ion electron microscopy (REM), scanning reflection electron
microscopy (SREM), and reflection electron energy loss spectroscopy (REELS). These rc:-thods
have provided much information on surface morphology as well as the atomic ance electronic
structure of MgO, 4x-AI 2 0 3, oc-FL?2 0 3 , Si02, TiO 2 (rutile) and ZnO single c-,stals.
Analyses for chemical composition and electronic states are possible using SREM and REELS.
Surfaces terminating at different atomic layers of large-unit-cell materials have been determined in
REM images and also in REELS data obtained under REM and SREM. Surface modification due
to bombardment with the incident electron beam is pronounced on some oxide surfaces. These
processes have been investigated with the REM imaging and REELS techniques.

INTRODUCTION

Most oxides are good insulators. Consequently, surface charging is an obsitacle when an
electron beam is employed for the study of oxide specimens. Coating the surface % ith a
conducting material is acceptable only when the desired information is not' , be obscured bv
coating. as in the case of conventional SEM for morphological data. Low energy electron
diffraction (LEED) investigations of oxide surfaces have been publisned but are not very
extensive. Crystalline data,. as obtained from the averaged diffraction itntensity distributions in
LEED patterns. In the case of the recent additions to the arsenal of surface techniques, scann ng
tunneling microscopy (STM) requires good electrical conductivity of the specimens, and while
atomic force microscopy (AFM) is good for insulators and has been applied to the study of oxide
surfaces, its lateral spatial resolution is somewhat limited in caniparison with resolution of
electron microscopy. It is therefore worthwhile to examine closely what REM, a 60-year-old
techniuue I I], can do in investigating the atomic structi're of oxide surfaces

It should be noted that this paper considers only the sut faces of bulk oxide single crystals.
The initial stages of oxidation of metals and semiconductors is of vital importance in materials
research and has been investigated with the REM and RP2ED methods extensively, but will not
be discussed here. Interested readers should consult the many publications by fagi and other
workers (2, 3, 4. 51.

IMAGING CRYSTAL SURFACES USING FORWARD SCATTERED HIGH
ENERGY ELECTRONS

Figure I illustrates a comparison of the three techniques generally regarded as "surface
techniques" by workers in different fields: In SEM. the secondary electron (SE) or back scattered
electrons (BSE) are collected by the detector to form the image of the specimen. Since SE and
BSE are emitted from a surface layer of a few tens of nanometers, SEM is surface-sensitive.

The energy spectrum and the angular distribution of the scattered electrons dcpend strongly
on the incidence angle of the primary electron beam. By choosing a small incidence angle and
adding an energy filter in front of the detector to allow only these electrons with energies slightly
lower than that of the primary electrons to be detected, Wells et al have accomplished the low-
loss SEM 161, These iow-energy-loss electrons originate from a surface layer only a few
nanometers thick, thus the technique represents an improvement in surface sensitivity

If low -loss is good for the surface sensitivitq, woudn't no -loss be even better' Obviously.
adjusting the filter to detect only the zero-loss electrons would not be a good way of no-loss-EM
since the intensity would be very low In fact, no-loss scattering can be easily
achieved if the specimen is crystalline- Just detect the Bragg diffracted electrons Irom the surface
These electrons are diffracted from only a few atomic layers close to the surface into
a well-defined direction and they can be detected using a small aperturc which filters out other

Mat. Res. Soc. Symp. Proc. Vol. 295. - 1993 Materials Research Society
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diffracted and diffuse scattered
electrons. Since they are diffra~tcd by
the perioic structure of the specimen,
these c•lstically scattered clectrons cart) detector
inforriation about the corstalline
struvture of the surface in addition to
morphological information SIeC n

Diffracted electrons are obviousl y
not all elastic, but in most of this paper, e
we take the approximation of elastically deteCtO
diffracted beams, except when
discussing REELS.

The conbined REM and RHEED
techniques, as performed in an electron f i i t eF
microscope, have been explained
previously 171. It is sufficient to state
here that the technique is similar to dark
field (DF) TEM cxcept that the X-2d sinO aper ture
specimen is semi-infinite and the
surface to be observed is oriented in the
microscope to make a small angle with 1=
respect to thc incident electron beam T-

This particular geometry presents
some difficulty in microscope operation, Fig. 1. From SEM (top) to low-loss SEM (middle)
but after learning the relative movements to REM (bottom) Surface sensitivity increases
of the beam anot the specimen, the from top to bottom
operator can usually secure good
diffraction conditions and obtain good RHEED patterns and REM images %%ithin a fes, minutes

For reasons not yet completely understood, charging is not a problem even for Oxide
specimens, One may sometimes experience charging, as evidenced by drifting or even flickering
of the beam during the initial alignment stage, but a stable RHEED pattern and REM image can
alwa)s be obtained after good diffraction conditions have been secired Using reduced beam
current is helpful in reducing the instability of the beam due to charging Mica is the only
insulator that has not been successfully imaged under REM because of charging All other
insulators tried were stable under the electron beam, at least under the REM condition.

RFACE MORPHOLOGY AND CRYSTALLINE STRUCTURE

When the surface is rough, its morphology can usuai:y be intuitively interpreted from the
REM images, similar to the interpretation of a low anFle BS5 image obtained with a- SEM The
paths of the incident and uiffracted electrons can be traiced , straight lines which may be blocked
b) surface height variations. The image thus consists of dark "shadows" in addition to %%cll-
illuminated brigh; aT 7as [81. An ima5z., t a pAished and ani;,alcd o-A1 20 3 is 'Iho\on in Figure
2. where th,. f,-.ted serfaces is own in areai of different degr-es of brightness

Fig. 2. This image of a polished
and annealed o(-AI 2 0 3 shows
the ( I 12-0) facets (bright) and
the (2243) (gra-y) facets

0.z 2) M

Yi
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The situation is complicated h% the phenomenon oft ref ractiton to, hen the veltttioi beam tr'-se.
the crsta~l/acuuin in terlace at a smallI ang'I ctBright or dark contrast m.i\ he rct ersed h% %vr\
slight translation of the objectis e aperture or specimen/beam IItit hen the sur Iace of a singlIe
crystal specimen consists o1 laccis of slightl) different orientations 11). li01 The contrast 01

Figure 2. for example, can be reters~ed Ntith a light translation of the objcctite aperture
The diffraction contrast in REM, Nshich depends on the reflected cleetron intensities Ilr,,m

cry ztaffinc surfaces. is similar ito that in TE.VfM DF) It should he noted that the RFAI im~agc is a
piojection of a gencrall% 3-dimensional surface, %there the direction ot projection is usualI\ no
more than 50 ahote the surface Therefore, the REM image is toreshortened bý a l-actor oii 20 ito

Aialong the beamn direction This foreshortening ef feet causes the image appearance to change
miarkcdl% %%hen the surface is rotated A~hile maintaining the Bragg condition

The index of the spot in the RHEED pattern L':d tot lorm the REM image gioes intormatton
about the direction from %thich the specimen surface is; 'tetted Since the \iesting point is fronm a
direction oppo~site to the reflected beam, the crsstalline index of a straight line or a flat area~ on the
surlace can be determined from the indeN ol thec reflected beam used for imaging Cionsequcnil\.
accurate measurements; of the surface features arc possible without depending upon the
goniomreter readings of the specimen holder Protruding teatures present a complication. but
using computer simulation it is possible ito reconstruct the three-dimensional structure on the
surface jIlI11

In Figure 2. the regular micro-facetting are shotsn as br-ghi or dark parallelograms Through
calculation and coinputer simulations these facets are indexed ats ( t t 20) antd ( 224 35)

ATOMIvlC STEPS AND DEFECTS

Thev abilit% to detect atomic steps N% ith high spatial resolution and high contrast is one (itf the
most imiportant features of REM Images of atomic steps hate been recorded oin all specimiens;
examined ttith the REM1 technique In addition tot retealing the fine details of the crsstal surtaces.
these features are also ideal for the development of contrast theors 112 -i2il Step heights hate
been determined in simple crsstals such as Si 1 161, Au 120. 211. PtI lx1. 20i, 22. 241, and (idak
123. 241 For oxides, step height measurement is; not alitsaos possible due to the more
complicated unit cells, although most of the time it is reasonahlN certain that the obsert ed steps
are 0orie or a leoi " atom la~ers high and thus called 'atomic steps" The term "one-atort-high
steps; is. sinekIN resecr ed for steps knoss n to be of onlN tine atomic laser high

Dislocations intersecting the surface are often associated stub the surface steps, This, feature
has been used to determine the step height and the Burger's tector 'The step height is equal to) the
the Burger's sector projected in the surface normal As illustrated in Figure 3 an intersecting
dish satiort on the tIll I) surface of an fee metal or So is associated ss ith a one-atomn-high step
(Burger's Nectors hI. b2. and H)t or is not associated with a step at all (Burger's tector Ws4

For the HI lit surface of crnstals %kith the /ine blende structure, the situation is more
complicated Of the 6 most likelo, Burger's %sectors, one leates no steps, (one leaes a too-atomi
high step and the oither four leate iinc-atom-laser ,steps. Since a too-atomn-high Step shots
stronger image contras-t th;an the onre-atom-high step, vshen compared side hs. side, it ttas
possible to determine siome of the steps oin the cleased GaAsi 110) surface being tine-atom-high
213, 251

The complicated structure ifll Al 20 1 and its dislotcation sN551cm make it impossible to
determine the step height as are the cases for Sii Il II . 1-"t Ill)11 and GaAs, I lil Fot esartple. the
height of the step terminating at a drisoation is shovin itt Figure 41 has not been determined

126 1sing additional informatioin, the regulai-IN distributed steps, on t, At 20( 3( 1 I 0;) hai% c
been determined toi be three oxsgcn Las% its (Figure 4hý 1271 'This is in agreement tos ih resuli tri'm
AFMi siud% 219

Lasecr-hs late:r snublimation or gr tts th pro\ ides furthf c\ idenec for surface step, be-ing onec
atomn-high RP1 1 imap,-.s recorded in real timec siots (teps mot ing act ss the surf ace tt t Si s thc
cr~ sia grs i e\ ars raics at the steps 11(,, -291 These in s.it in eperiintenis ate nit me it Ifit alt it

perform ,tn tside crystal ,urfaives because of tho: much higher tertperature icitiored It Is Atlst' it

knoss n it ihecomIinlsund ... ide ems stats es apottite tnt atonm taxer at am time Ret enil\, - 'anig t'i at
hat e sh,% it Nistp nioo emenis due tt, sublrinatitHtit in situ hearitng tf Mg() up to i SiolK I (, aitd

At 2 0 , up to 11s70K 131
I I Mg() 1131, 112 - 3SI. Zro i15, til. andti ther osides tit simnpler siruitITVi Cs ttit 'teps
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11101]

o~c - -Al 2 03

bfi znS

Figure 3. The height of a surface step at a dislocation is equal to the projection of thc
Burger's vector in the surface normal. Models of fcc and /ine blend structure% shows that
the dislocations interesecting the surface can produce steps of tern, one, or tsso atomic
layers. For the case of ac-A 1203. the dislocation system is much more complicated
and usually it is not possible to determine the step heights from the observation of the
dislocations

ab

Fig- 4. Step and dislocation on. (a) The step on ce -At 2 0 3 (000 I1 ends at a
dislocation, but the step height is not known, (b) These steps on Ix Al 20310 to 2)
have been determined to be (,35 nim. equivalent to 3 layers of ox)ygen atoms.

wsith the lowest contrast in the REM images are very likely to be one-atom-high, The distribution
of hee tes hase bee: r beduced anonte(&isfw ihd acpressadohrsuae
rltestepns have been obervced. ado h ai fs ihdnai rcse n te uf

Soeencouraging results have come from the computer simulation of REM images of
surfce islcatonsof different Berger's vectors f37, 381 It will be useful if this kind of

analysis can be further extended to oxide crystals Another ness development is ieflection
electron holograph) 119, 201. in A hich the surface step height on GaAs(l It)) has been measured
based on the mean inner potential of the crystal and the phase shift of reflected electron
%savesl24 I
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In general. step height cannot be determined by visual inspection of the REM image, carelul
analysis is required, especially in the case of complicated structures such as man, oxides It is
unlikely that an accurate method of determining the surface step height will be found that .s
completely independent of know ledge of the specimen. This is another gooýd example of "'The
morc you know about your specimen, the more accurate is )our analysis If )ou knows
everything about your specimen, then )our analysis is K00Y> accurate 1391 "

RECONSTRUCTIONS

The (x-A120 3 ( 11 20). MgO(I1 I). and the T i02 (rutile) surfaces have been found to be

reconstructed (40, 32, 411 An REM image of the reconstructed surface of oc Al 203( 11 A0)
is shown in Figure 5 The interesting nature of these reconstructions survi' ing air exposurr has
not been fully explored. Moreover, while no explanation of the origin or atomic structure of these
reconstructions has been offered, it should be pointed out that since these expenments were not
conducted in an extremely clean or UHV environment, the possibility of adatoms forming the
observed fringes should not be completely ruled out. Etching by water molecules, possibl)
enhanced by electron beam exposure has been reported on the (x.-At 20 surfaces 143, 44. 451
How these reaction could affect the reconstructions remains to be investigated

Fig. 5. Reconstructed ix-AI2 O 3( 1I20) showing 1.7 nm fringes Arrows point to
irregularities which are probably steps, out-of-phase boundaries, or else.

The image in Figure 5 shows clearly resolved fringes 1 7 nm apart. The theoretical lihmt of
resolution of REM is estimated to be about 0.7 nm Experimental results have showsn about 0 9
nm on a regularly stepped Au surface [21 1, Since lattice resolution depends only on the stabtlity
of the instrument, it is known in TEM that, by using a sufficiently large objective aperture,
atomic lattice spacing would be resolved. However, the situation in REM is different, because
the specimen surface has a very large depth of field. In order to record an image showing a wide
region under the same focal condition, the objective aperture must be small. A larger aperture
may be used to include two or more supedattice spot for forming the supedattice image, but if
one used an even larger aperture to include two principal diffraction spots, then the in-focus
region in the REM image becomes very narrow.

This situation is illustrated in Figure 6: A small aperture placed at spot I or 2 produces image
I or 2. When both spots are selected with a large aperture, the image is a superposition of the
two single aperture images. The small depth of field makes only a narrow region in focus, A ithin
which the lattice image is shown, but the rest of the image gives no useful information This has
been demonstrated on a high voltage electron microscope 146].

TERMINATION IN A UNIT CELL

Since REM is sensitive to one-atom-high steps on a crystal surface and nminolayers of adatoms
or reconstructed atoms, it is expected that, for a single crystal consisting of more than one
species of atoms, it should also be possible to differentiate which species of atomis are exposed
on the surfaces To accomplish this we depend on two types of information the contrast in the
RFM imave as a Pimnction of the diffrlinglrn condiion and the RFFI S data
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RHEED
PATTERN

""- uperlattice fringes principal lattice

resolved not resolved

f:;

1+ 2

over foc us.
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Fig. 6. Lattice resolution is possible if the depth of field is sacrificed. For the purpose of
illustration, the unresolved principal lattice is shown in images I and 2. The image 1+2 is
in fact not a simple addition of image I and image 2. This illustration onl) indicates that
including two principal diffraction spots is equivalent to simultaneously observing the
surface from two directions.

The REM image recorded under the resonance condition is particularly sensitive to the
topmost layer of atoms, because there is at least one resonance beam propagatinv p:rallel to the
crystal surface Therefore, even if the specimen is a single crystal, contrast in the REM image
may differ from area to area provided that these areas are terminated at different layers of the unit
cell. This phenomenon has been observed on cx-A 20 3 1261

The REELS analysis under the resonance consition allows the resonance beam to interact
with the topmost layer of atoms and it therefore carries chemical information about these atoms
It has been found that REELS could differentiate oxygen-terminated from aluminum-terminated
surfaces on m-A 120 3 (471 Likewise, REELS has given information that the MgO( I I)
surface is likely to be Mg-terminated 1421

BEAM INDUCED DAMAGES/REACTIONS

Although the various oxide cry stals are stable under the REM imaginr condition, the contrast
does change with time to different degrees Other than the step movement due to sublimation at
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high temperture, as mentioned previoulsy, there '%ere other contrast changes recorded 127. 34.
48, 49, 501. The possibility of combined contamination, beam induced damage, and chemical
reactions makes it difficult to determine the pre% ailing mechanism Since none of the
observations reported were performed under UHV or other well controlled environment.
definitive conclusions arc difficult to make

CONCLUSION

The REM technique has been shown to be useful in imaging oxide surfaces It is possible to
measure surface features such as facet orientations, step heights. etc.. quantitatively Surface
processes have been observed from step and dislocation distributions and their motion
Segregation of impurity atoms, terminations within unit cells, beam-induced damage. etc . can be
observed with REM imaging with added information provided from REELS analysis Some ncsw
reconstructions stable after air exposure have been found.

In situ experiments of REM in UHV electron microscopes have been applied to the initial
stage of oxidation process on Si and other materials. Continued research in this direction, as A ell
as better controlled environments for bulk crystals, should provide even more insight into the
surfaces of oxide crystals. The true nature of some unexplained contrast changes and the
structure and energy calculation of the reconstructed cxoA1 2O3 and MgO surfaces also demand
further investigation, preferably under UHV.

ACKNOWLEDGMENT

Partially supported b) the NSF Grant DMR-8717376. the University of Utah, Fnrt-Haber-
Institut of Max-PlanLk-Gesellschaft in Berlin, and Institute of Physics. University of Oslo. This
work includes result from many years of collaborated research with Dr Y.T Kim, now at
Kyonggi University, Rep. of Korea. The author thanks Union Carbide Corp for providing the
cx-A120 3 specimens. Ms. Nancy Blachman of Variable Symbols for her help in Mathematica
programing and Drs L.-M. Peng. ZL. Wang. and D.J. Smith for critically reading the
manuscript.

REFERENCES

1. E. Ruska, Z. Physik, 83: 492 (1933).
2. J. Beauvillian, A. Claverie, and B. Jouffrey, J. Crystal Growth. 64, 549 (1983)
3. H. Kahata and K. Yagi. Surface Sci. 220, 131 (1989).
4. N Shimizu, Y. Tanishiro, K. Kobayashi. K. Tagayanki. and K Yagi, Utramicroscop.. 18.

453 (1985).
5. Y. Uchida and G. Lehmpfuhl and R. Imbihl. Surface Sci., 234, 27 (1990).
6. O.L. Wells. A Boyde, E. Lifshin, and A Resanowich. in "Scanning Electron Microscopý"

(McGraw-Hill, New York, 1974) pp. 139-150, 60-179.
7. T. Hsu, Microscopy Research and Technique, 20. 318 (1992).
8. M.E Haine and W, Hirst, British J. Appl. Phys, 4. 239 (1953)
9. T. Hsu and G, Lehmpfuhl, Ultramicroscopy, 27. 359 (1989)
10. T Hsu and S.R Nutt, in "Materials Problem Solving with the Transmission Electron

Microscope", eds L W. Hobbs. K H Westmacott. and D B Williams, Materials
Research Society, pp. 387-394 (1986).

11 T Hsu and Y.T. Kim, Ultramicroscopy. 32, 103 (1990).
12. Nan Yao and John. M. Cowley. Microscopy Research and Technique. 20.413 (1992)
13, L. -M. Peng, J M. Cow Iey, and T Hsu , Micron and Microscopia Acta. 183. 179 (1987)
14. T Hsu and L.-M. Peng, Ultramicroscopy. 22. 217 (1987).
15 N. Osakabe, T Matsuda, J. Endo and A Tonomura, Jpn J Appi Phys.. 27. L1772

(1988).
16 N Osakabe. Y Tanishiro. K Yagi. and G Honjo, Surface Sc,. 102. 424 (1981)
17 L -M Peng and J M. Cowley, Acta Cryst. A42, 545 (1986)
18 N Osakabe, Microscopy Research and Technique, 20. 457 (1992)
19. Y Uchida and G Lehmpfuhl. Ultramicroscopy. 23, 53 (1987)
20 H Banzhof, KH. Hermann, and H. Lichte. Microscopy Research and Technique. 20, 450

(1992)



278

21 T Hsu. Ultramicroscopy, I 1.167 (1983)
22 Tung Hsu and I M. Cowley. Ultramicroscopy, II, 239 (1993)
23. T Hsu, S. lijima, and J.M Cowley, Surface Sci., 137, 551 (1984)
24 N Osakabc, in Proceedings of the 5th Asia-Pacific Electron Microscop5 Conference, Vol I,

78 (1992, Beijing)
25. L.-M Peng. J M. Coiwey, and T. Hsu, Ultramicroscop), 29, 135 (1989)
26 Y.T Kim and T. Hsu, Surface Sci, 258. 131 (1991)
27 YT. Kim and T Hsu , Surface Sci., 275, 339 (1992).
28. M. D Antonik and R.3 Lad. J. Vac. Sci. Technol AIO, 669 (1992)
29 A. V. Lat~shev, A. L. Aseev. A.B. Krasilmkov, and S.T. Stcnin. Surface Sci . 227, 24

30. Z.L. Wang, J Bentley. E.A. Kenik, L.L. Horton, and R.A McKee, Surface Sci., 273. 98
(1992).

31 Z.L Wang and J. Bentley, in Mat. Res. Soc. Symp Proc Vol. 208, pp. 155-160 (1991)
32. M. Gajdardtiska-Josifovska, PA. Crozier and J.M Cowley, in "The Strxucture of Surfaces

III", SY. Tong, M. A. Van Hove, K. Takayanagi. X.D Xic. Eds. Springcr-Vcrlag.
Berlin, pp 660-664 (1991).

33. P.A. Cro,.ier. M. Gajdardziska-Josifovska and J.M. Cowley . Microscopy Research and
Technique, 20. 426 (1992).

34. Z.L Wang, Materials Letters, 64. 105 (1988)
35 J. Liu and J.M. Cowley, Ultramicroscopy. 37, 50 (1991)
36. L.-M. Peng and J.T. Czcrnuzka, Philo. Mag., A,64, 533 (1991).
37. L.-M. Peng, J.M. Cowley, Micron and Microscopia Acta, 18.3, 171 (1987)
38. L.-M. Peng, J.M. Cowley, and T. Hsu, Micron and Microscopia Acta, 183, 179 (1987)
39. This quote, which may not be precise, comes from a MAS Annual Meeting The author

regrets not being able to give the exact reference.
40 Tung Hsu and Yootaek Kim, Surface Sec., 258,119 (1991)ý
41 L Wang, J. Liu, and J.M. Cowley. in Proceeding of the 50th Annual Meeting of EMSA,

pp. 1462-146 3 (1992)
42 M Gajdardziska-Josifovska, P.A Crozier, and J.M. Cowley ,Surface Sci. Lett, 248,

L259 (1991).
43. LA. Bursill. Peng Ju Lin, and D J. Smith. Ultramicroscop) 23, 223 (1987)
44. J. E. Bonevich and L D Marks, Ultramicroscopy 35. 161 (1991)
45. Y Tomoliyo, T Kuroiwa, and C Kinoshita, Ultramicroscopy 39. 213 (1991)
46. H Koike, K. Kobayashi, S.-I. Ozawa, and K. Yagi. Jpn. J. Appi Ph3s., 28, 861 (1989)
47. Z.L.Wang and J. Bentley. Microscopy Research and Technique, 20. 390 (1992)
48. L.-M. Peng and J.T. Czernuzka, Surface Sci., 243, 210 (1991)
49. ZL Wang and A. Howie, Surface Science 226, 293 (1990).
50. ZL Wang, J. Microscopy, 163, 261 (1991)

I



279

APPLICATION OF Z-CONTRAST IMAGING TO OBTAIN
COLUMtN-BY-COLUMN SPECTROSCOPIC ANALYSIS OF MATERIALS

NIGEL D. BROWNING AND STEPHEN J. PENNYCOOK
Solid State Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831-6030)

ABSTRACT

Z-contrast imaging has been shown to be an effective method for obtaining a high-
resolution image from a scanning transmission electron microscope (STEM). The incoherent
nature of the high-angle scattering makes image interpretation straight forward and intuitixe
with the resolution limited only by the 2.2 A electron probe. The optimum experimental
conditions for Z-contrast imaging also coincide with thosee used for analytical microscopy,
enabling microanalysis to be performed with the same spatial resolution as the imnage- The
detection limits afforded by a parallel detection system for electron energy loss spectroscopy
(EELS) allows column- by -column core-loss spectroscopy to be performed using the
Z-contrast image to position the electron probe. Preliminary results from the Study of
YBa2Cu3O7.8 illustrate the spatial resolution available with this technique and the polential
applications for materials science.

INTRODUCTION

The electron microscope provides the ideal tool to investigate materials properties
approaching the atomic scale. However, for conventional microscopic techniques, the spatiial
resolution of the analytical signal is an order of magnitude poorer than that of the iniage
(-10-20 A compared with 1-2 A fur a high-resolution image). Additionally. the cohere-ft
method of image formation in the conventional transmission electron microscope (CTENI) is
very sensitive to operating parameters so that unknown structures cannot be directly
interpreted in tenrms of atomic column locations and compositions.

The development of Z-contrast imaging [I I has facilitated a new approach to atomic-
resolution microanalysis by the addition of a high-resolution imaging capability to the
scanning transmission electron microscope (STEM), which is primarily used for nanometer
scale microanalysis 12,31. The VG HB501 UX dedicated STEM utilizes a focuised 2.2 A
probe, which is scanned across the specimen while the integrated output from various imaging
detectors is displayed on a TV screen, scanning at the same rate to fo-no an image- Th'lis
image formation process means that the spatial resolution of both the image and the analytical
signal (when the scan is swiched off) are limited only by the effective size of the probe. The
detector arrangement in the STEM also has the advantage that the Z-contrast images can be
recorded simultaneously with EELS and Energy Dispersive X-ray (EDX) signals.

EXPERIMENTAL TECHNIQUE

T he Z-Contrast Imaine

As is illustrated in Fig. 1, the Z-contrast signal is collected from a high-angle annular
detector. The annular detector collects scattered electrons in the range of 75-150 otrad, where
the dominant contribution to the detected intensity is from thermal diffuse scattering. In this
high-angle regime, literal coherence between the atomic columns in the specimen will be
destroyed by detecting over a large angular range, and coherence between atoms in the sane
column will be averaged out by thermal vibrations. This high-angle diffuse scattering is.
therefore, proportional to the electron intensity at each atom site, and as any coherent
scattering of the outgoing electrons will also be averaged by the large angular range of the
annular detector, the output signal is proportional to the integrated electron inicnsýity at all
atom sites under the beam. The detected intensity will, therefore, consist of a convolution of
the probe profile and an object function which is strongly peaked at the atom sitc.N Thc width
of this object function is typically -0.1 A and is dependent on the number of aiofni in [the
projected columns and their atomic number Z. The spatial resolution of this signail is.
therefore, limited only by the 2.2 A probe size of the VCG HB501 UX dedicated STEM %. I-or a
thin cystalltne specimen in a major zone-axis orientation, when the probe is smraller than the

Mal, Res. Sot. Symnp. Prot. Vol. 295. 1993 Materiats Research Society
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atomic column separations. a map of the location of the atomic columns- can therefore be
generated with the relative intensities of each column reflecting changes in composition 141.

1:1 Optical

ruoe "2:Z:70 Coupling

I Field. . .. . .

Deflection Coils

Annular Dark Field Detector

X-Ray Detector

Fig. 1. STEM schematic showing the simultaneous acquisition of Z-contrast image. EELS,
and EDX

This incoherent nature of the Z-contrast image makes it an ideal reference signal onl
which to base atomic -resolution microanalysis. The effect of increasing thickness is initially
to scale the intensity as more atoms contribute to the image, although eventually the contrast
reduces as the beam gets depleted by scattering effects. The effect of changing focus is also
intuitively understandable as the focus control effectively alters the probe prafile (Fig. 2).
Changing the focus away from the Scherzer incoherent condition 151, the probe either
broadens for lower defocus causing the individual columns to be unresolved or narrows with
the formation of more intense tails for higher defocus causing a sharper image but
compositional smearing. The optimum focus condition, therefore, represents a compromise
between high-resolution (narrow probe profile) and the desire for a highly local image (no
significant tails to the probe). As can be seen from Fig. 2, changes in focus do not cauise
contrast reversals, making the optimum condition experimentally stratghtforward to tdentify.
These easily interpretable thickness and focus changes allow the unambigutous identification
of the atomic column sites.

De loc us (At

-3W _500 -7DO -90 .11J00

5.(%) 5.0 .50 5,0 -50 5.0 -5.0 50 -5.0 5.0

Spatial Distribuition (A)

Fig. 2. Probe profile as a function of defocus. The central profile corresponds to thle
Sctterzer condition.
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Electron Energy Loss Spectroscopy (EELS)

In order to achieve atomic-resolution analysis, the range over which a fast electron can
cause a particular excitation event must be less than the interatomic spacing. This range is
described classically by the impact parameter, b, an approach which has been shown to be
valid for applications in STEM imaging [6,71. A root-mean-square impact parameter, which
gives the effective spatial range of the inelastic scattering signal, can be defined 181 as

bRMS liVmAx 1 ()
AE (Omas2 +0E2)1 1 0E 2

where AE is the energy loss and AE <,< E, v the electron velocity, On,. is the aperture limited
cut-off angle, and OE = 6E/2E (E = incident beam energy). In the STEM, the experimental
spatial resolution limit is therefore given by adding the probe size and the impact parameter in
quadrature (Fig. 3). For energy losses above -300 eV and a collection angle of 30) mrad, the
spatial resolution of the energy loss signal approaches the probe size.

12 . - , I 1,
10 - 100eV -

, 8
300eV

o-0 -

S4 •i: R) e0 eV .... . ....

1000 eV Probe Size0 -. - - 7 - -•-r , - ._-r---.T •. . -. '-__ ..

0 5 10) 15 21) 25 30

Collection Angle (mrad)

Fig. 3. The effective spatial resolution for various energy losses as a function of collection
angle.

The detection limits of the system are of critical importance in atomic-resohttion sitdies.
The signal count rate for EELS is gi' _n by [91

S=JNAnA G (2)

where J is the number of electrons/m 2 , NA is the number of atoms under the beam, n\ is the
efficiency of collecting a given event over a finite range of energy and angle, and 0 is the total
scattering cross-section. Typically, for Z-contrast applications, the beam current is -(101 n..A,
the probe diameter is 2.2 A, and the collection angle is limited to -30 mrad by the inier angle
of the dark field detector. The other factors are dL, -ndent on the particular energy lhs, Nt1
for example, the oxygen K-edge (AE = 530 eV) at the maximum useful quadrupole dispersion
(0.1 eV/channel), where y is -1()- 24 

n•. nA -6 x 10-4, and NA -101 atoms gives a count rane
of

S - I1(1 electrons /channel / second
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The dark current of the CCD is only -0.05 electrons for a multiphase pinned (MPP)
chip, which is negligible when compared to the fact that each incident fast electron produces
10 CCD charges. For this chip, the signal-to-noise ratio (expressed in equivalent fast
electrons) is -10. Using the criterion that the signal-to-noise ratio should be at least 4 for a
signal to be observable above random noise, the CCD is working within reasonable limits for
this low current operation. For more practical conditions, i.e., 0.2 eV/channel dispersion and
a 5-second acquisition time, the signal-to-noise ratio is -32, indicating that as well as
elemental identification, it should be possible to observe the spectral fine structure.

As for the Z-contrast image, by collecting the scattered signal up to a fairly large angle,
-30 mrad, the scattering is effectively localized at the atom cores in the core loss region of the
spectrum, and the large angular range averages any coherent effects o- ,he outgoing electrons,
For relatively thick specimens, as in the above example where the atomic column consists of
100 atoms, elastic scattering of the energy loss electrons outside of the angular range of
detection may reduce the detected signal intensity. However, the detection limits of the
system are such that even if this signal is depleted by as much as a factor of 5, it is still
observable above the random background noise.

RESULTS AND DISCUSSION

A typical Z-contrast image of YBa 2 Cu 307.6 oriented with the c-axis perpendicular to the
beam is shown in Fig. 4. The barium columns and the copper columns in the copper-oxygen
chains are clearly resolved. The yttrium columns and the copper columns in the copper-
oxygen planes are more difficult to resolve due to the poor signal-to-noise of the image.
However, the image does provide a map of the atomic structure of the material and can be
used as a reference for positioning the probe. By setting the quadrupole dispersion so that
both the Ba M4 .5 and the Cu L 2,3 edges are present on the same spectrum (780 and 930 eV.
respectively), the relative peak intensities can be measured as the probe is positioned on
different atomic columns in the unit cell. Figure 5 shows the relative peak intensity of the
barium edge to the copper edge as the probe is positioned on different atomic planes. The
result clearly maps out changes in composition on the scale of a few Angstroms, with a
change in the intensity ratio by a factor of -3 in moving from the barium planes to the copper
planes.

Fig. 4. Typical Z-contrast image of YBa 2Cu 307.•



283

5.5I .

05
S4.5-
S4

. 3.5 -

2.5

1.5

0 0 0 0 0 0 6 0 0

0 0 0 0 0 0 0 0 0

0 0 a0 a * a .0.a

' -t *Ba SY ,Cu
11.7 (A)

Fig. 5. Ba/Cu edge intensity ratio as the probe is moved across three unit cells on the image.

While the result shows a spatial resolution which is on the sub-unit-cell scale, it is not
the atomic-resolution spectrum expected from the calculations. For the ideal probe profile, an
order of magnitude change in intensity ratio is expected in moving from the copper to the
barium planes. The complete disappearance of one of the edges when the probe is centered
on the other plane is unlikely due to the contribution to the spectral intensity of the probe tails
(Fig. 2) on the surrounding columns. The extent of this contribution will be dependent on the
atomic spacing of the material and also the composition of the column as the energy filtering
of the spectrometer means that only surrounding columns containing elements with core-
edges in the same region of the spectrum will affect the result. The calculations of spatial
resolution for the energy loss signal also assume a very thin sample and ignore any beam
broadening effects. For thicker specimens beam broadening effects have been observed
experimentally for EELS by measurements on specimens in random orientation% 1101.
However, for a zone-axis orientation, t6e Z-contrast result f[ I shows that if the scattering
event takes place in close proximity to the atom cores, the effect of beam channeling
preserves the spatial resolution of the signal (Fig. 6) (this non-broadening of the beam in
specimens on or near zone-axis orientations has been observed in the x-ray measurements of
Furdanowicz et al. I I 11). While these factors, and the presence of an amorphous layer on the
surface caused by the thinning technique, may degrade the resolution slightly, the overriding
factor in this case is the mechanical shutter on the CCD which, when opening to acquire the
spectrum, causes mechanical vibrations that move the probe during acquisition. Even with
this mechanical vibration, which can be corrected by employing an electrical shift to move the
beam off the CCD. rather than a shutter, the effective spatial resolution of the signal can be
estimated, with reference to the image, to be -5 A.

CONCLUSIONS

Atomic-column spectroscopy can aid the understanding of materials at the fundamental
atomic level. Using this technique, it will be possible to unambiguously locate the atomic
columns in the complicated interfacial structures present in real materials, to measure
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(•) (b)

Effective Spatial
Resolution

Spectrometer Entrance
j Aperture

Fig. 6. Spatial resolution in the zone-axis orientation (a) is maintained by electron
chantcling effCcts, whereas for an amorphous or randomly oriented crystalline
material (b), beam broadening occurs.

individual column composition and to determine local band structure. This capability will
have applications in all fields of materials science. For example, the mechanical properties of
steels, high-temperature intermetallics and nanophase ceramics are all controlled by
segregation to dislocation cores at grain boundaries. Local changes in hole doping and atomic
structure can now be studied simultaneously in the high-temperature superconductors on the
same scale as the coherence length. This ability to study phenomenon at the atomic level will
also provide a test for the atomistic simulations of interfaces and dislocations now being
developed (ab-initio, molecular dynamics and Monte Carlo).
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